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Low-temperature gas opacity
ASOPUS: a versatile and quick computational tool
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ABSTRACT

We introduce a new tool — ASOPUS: Accurate Equation of StadeCPacity Utility Software — for computing the equation tHte
and the Rosseland mean (RM) opacities of matter in the ideaphase. Results are given as a function of one pair of statbles,
(i.e. temperaturd in the range 2 < log(T) < 4.5, and parameteR = p/(T/1PK)® in the range-8 < log(R) < 1),
and arbitrary chemical mixture. The chemistry is presentived for about 800 species, consisting of almost 300 at@md 500
molecular species. The gas opacities account for manyream and discrete sources, including atomic opacitieseoutdr ab-
sorption bands, and collision-induced absorption. Sé¥esas made on £SOPUS have proved that the new opacity taotigate
in the results, flexible in the management of the input pipgons, and agile in terms of computational time requiram@urpose
of this work is to greatly expand the public availability ob&seland mean opacity data in the low-temperature regineesaVup a
web-interface (httg/stev.oapd.inaf.jaesopus) which enables the user to compute and shortlgvetRM opacity tables according
to higher specific needs, allowing a full degree of freedom in dpexj the chemical composition of the gas. As discussed én th
paper, useful applications may regard, for instance, RMitiea of gas mixtures with i) scaled-solar abundances dgafsgechoosing
among various solar mixture compilations available in ttexdture; ii) varying CNO abundances, suitable for eviohery models of
red and asymptotic giant branch stars and massive stare Walf-Rayet stages; iii) various degrees of enhancemesmtdlements,
and C-N, O-Na, and Mg-Al abundance anti-correlations, se@gy to properly describe the properties of stars in egpe-galaxies
and Galactic globular clusters; iv) zero-metal abundaaggsopriate for studies of gas opacity in primordial coodis.

Key words. Equation of state — Atomic processes — Molecular proces§tars: abundances — Stars: atmospheres — Stars: AGB and
post-AGB

1. Introduction Planckian. However, in the outermost layers of a star the pho
ton mean-free path may become so long that the DA conditions
break down, thus invalidating the use of the RM opacity. bsth
circumstances, a straight arithmetic average of the mawech
matic absorption cd&cient (Eddington 1922), designated with
kp, Planck mean (PM) opacity:

In a gas under conditions of local thermodynamical equilitor
(LTE) and in the limit of the dfusion approximation (DA), the
solution to the radiation transfer equation simplifies areltbtal
flux of radiationF as a function of radiusis given by:

F(r) = _4_37:TKR(;- ) % (1) f x(v)B,dv
' kp(p, T) = S 3
whereT is the gas temperaturp,denotes the density(r, T) f B,dv
is the integral of the Planck function over frequency, anel th 0
relation . may be more suitable to represent the absorption properties
f 198, the gas in a simplified version of the radiation transportigum
1 Jo «(v)oT 2 (e.g. Helling et al. 2000).
k(. T) * 9B, ’ (2) Both RM and PM opacities are frequency-integrated aver-
0 ﬁdv ages, so that they only depend on two independent state vari-

ables, e.g. temperatufieand density (or pressurd?), and the
first introduced by Rosseland (1924), defines the Rosselasitemical composition of the gas.
mean opacitykg(o, T). Being a harmonic average over fre- In stellar evolution models it is common practise to deserib
quency, kg emphasises spectral regions of weak absorptiathe absorption properties of matter with the RM opacity fakm
across which the energy flux is mostieiently transported. ism, adopting pre-computed static tableggfvhich should en-
Both LTE and DA conditions are usually met in the steleompass a region of the bi-dimensional sp@ee wide enough
lar interiors, where collisions dominate the thermodymamio cover all possible values met across the stellar straadur-
state of matter, the photon mean free-path is much shorieg the evolution, from the atmosphere down to the centred.co
than the typical scale length of the temperature gradiem, aThe chemical composition is usually specified by a set of abun
the Kirchdt’s law applies with the source function being thelances, e.g.: the total metallici, the hydrogen abundance
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X, and the partition$X;/Z} of heavy elements in the mixture,the Big Bang nucleosynthesis (e.g. Coc et al. 2004): thesa ar
which depend on the specific case under consideration. Enéqufew among the most remarkable examples.

choices are assuming solar partitidxs/Z} = {Xi/Z}o, or deriv- In this framework,purpose of our work is to greatly ex-
ing {Xi/Z} from other constraints such as the enhancemenmt in pand the availability of RM opacity data in the low-temperat
elements (expressed by the ratigFe]), or the over-abundancesegime, by gering the scientific community an accurate and
in C and O necessary to describe the hydrogen-free chemiiekible computational tool, able to deliver RM opacitiebles
profile in He-burning regions. on demand, and with a full freedom in the specification of the

In the literature several authors have calculaigg, T) for  chemical mixture.
different combinations of the state variables and chemical com- To this aim, we have developed the ESOPUS tool (Accurate
position. Let us limit here to briefly recall the most relevanEquation of State and OPacity Utility Software), which dsts
efforts, i.e. those mainly designed for supplying the scientifpf two fundamental parts: one computes the equation of state
community with extended and continuously updated RM opaEOS) of matter in the gas phase, and the other evaluates the
ity databases. total monochromatic cagcient, x(v), as sum of several opac-

In the high-temperature regime, i.e.40< T < 10°K, cal- ity sources, and then computes the Rosseland mean. The EOS is

culations of RM opacities are mainly provided by two indepersC!ved for~ 800 chemical species, including neutral atoms, ions,
dent teams, namely: the Opacity Project (OP) internatioahl and mmecu'es' Th_e RM opacities .take Into account several
laboration coordinated by Seaton (Seaton 2005, and rafesen(Continuum and discrete) absorption and scattering pesees
therein); and the Opacity Project at Livermore (OPAL) beinfn interactive web-interface (htigstev.oapd.inaf jaesopus)al-
carried on by Iglesias, Rogers and collaborators (seeitgles 'OWS the user to run £SOPUS according tqles specific re-
Rogers 1996, and references therein). Both groups havepsefiifirements just by setting the input parametars-(R grid, ref-
a free web-access to their RM opacity calculations, viaeeigh ©rence solar composition, total metallicity, abundanceaxth
repository of static tables ayat source routines, or an interac-chémical species) on the web mask. , .
tive web mask where the user can specify the input parameters The paper is organised as follows. Section 2 specifies the
and run the calculations in real time. bi-modular structure of ASOPUS. In Sect. 2.1 we illustrate t
In the low-temperature regime, 30 < T < 10°K, widely- basic ingredients necessary to set up and solve the equadtion

used RM opacity tables are those provided by the researdpgrState' Numerical aspects are detailed in Appendix A. Se&i2

o ; . fhdicates the opacity sources included in the evaluatidhefo-
of the W|ch|ta_State University (Ferguson et a!. 2005 ang-:l "] monochromatic absorption dbeient. The Rosseland mean
erences therein). A web page hosts an archive of static

opacity tables, for both scaled-solar aménhanced mixtures, uirr:;eerxgd Iroi%(gdziﬁzétgg |t2h<21 eztaélzf)%n EZ%Z%%F;U??%&;
which cover a wide range of metallicities including the= 0 d P NP b y

n the frequency integration is given in Appendix B. The for-
case. It should be acknowledged the large body of work mage, ;e int?oducgd to gescribe tr?efﬁéirent ngz/s the RM opac-
by Kurucz, who provides, via web or CD-ROMS, all NECESty tables can be arranged, as a function of the state vasabid
sary atomic and molecular data as well as FORTRAN codes

calculatexs (see Kurucz 1993abc). in the temperature inte emical composition, is outlined in Sect. 3. In Sect. 4 wa-an
R , rv : . X X
10K < T < 10K, for scaled-solar and-enhanced mixtures.g} e five relevant cases of RM opacity calculations, charisets

X by different chemical patterns, namely: scaled-solar elemental
More rece_ntly, Lederer & Aringer (.2009) have calculated an undances (Sect. 4.1), varying CNO abundances (Secta4.2)
made available via the VizieR Service a large catalogue of R

opacity tables for C- and N- rich compositions, with the N hanced mixtures (Sect. 4.3), mixtures with peculiar ©ON-

. . : a-Al-Mg abundances (Sect. 4.4), and metal-free comppositi
to supply RM opacity data suitable for the modelling of asym . o
totic giant branch (AGB) stars. Helling & Lucas (2009) hav%Sect. 4.5). Appendix C specifies the general scheme adopted

0_construct non-scaled-solar mixtures. Final remarks iand

produced a set of gas-phase Rosseland and Planck mean opag:. : :
ity tables for various metallicities, /O and NO ratios. It is due fitstions of future developments of this work are expressed

mentioning also the recent paper by Sharp & Burrows (2007§,eCt' .

who provide an exhaustive and useful review on the thermo-

chemistry, techniques, and databases needed to calctdatea

and molecular opacities at low temperatures. 2. The ££SOPUS code

Despite the undeniable merit of all these works, the pub-1. Equation of state
lic access to low-temperature RM opacities still needs to be
widened to account for the miscellany of chemical patternsThe equation of state quantifies the distribution of avadlatar-
mostly relating to the photosphere of stars — that modern-spécles in the unit volume, in the form of neutral and ionised
troscopy is bringing to our knowledge with an ever-growingtoms, electrons, and molecules. At low temperatuiies<(
richness of details, and also to allow the exploration ofspos 6 000 K) and sfliciently high densities, molecules can form in
ble opacity changes driven by any hypothetical chemical-coppreciable concentrations so as to dominate the equation o
position. The peculiar abundance features in the atmospluér state at the coolest temperatures. To this respect a sewnkl
AGB stars (e.g. McSaveney et al. 2007, Smith et al. 2002)ythewas carried out by Tsuiji (1964, 1973) who set up the theaaktic
enhanced abundance pattern of stellar populations belgrigi foundation of most chemistry routines still in use today.
globular clusters (e.g. Gratton et al. 2004) and elliptgalbxies In our computations the EOS is solved for atoms and
(e.g. Clemens et al. 2006, 2009); the large carbon overamaed molecules in the gas phase, under the assumption of an ideal
and other chemical anomalies of the so-called carbon-am@thngas in both thermodynamic equilibrium (TE) and instantarseo
metal-poor stars in the Galaxy (e.g. Beers & Christlieb 2005chemical equilibrium (ICE). This implies that the abundesof
the striking C-N, O-Na and Mg-Al abundance anti-correlaio the various atomic and molecular species depend only omthe |
exhibited by stars in Galactic globular clusters (e.g. €#aret cal values of temperature and density, regardless of thafape
al. 2005); the chemical composition of the primordial gasraf mechanisms of interaction among them.
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Solving a chemical equilibrium problem requires three gemnvherekg is the Boltzmann’s constanly denotes the Planck’s

eral steps. First, one must explicitly define the gas system donstantT is the local temperaturg; = @ is the reduced

terms of its physical and thermodynamic nature. For example , . Mag »

the classical problem in chemical equilibrium computasian Mass of the molecule; th@i's are the internal partition func-

to calculate the state of a closed system of specified eleeons; andDag is the dissociation energy of thé,(B, AB) reac-

composition at fixed temperatufeand pressur®. The nature tiOn given by Eq. (4). Species andB themselves can be either

of the physical-chemical model determines the set of geveriolecules or single atoms. _ o

ing equations to be used in computations. The second step is t In the |dent|c_al fr_amework we can consider positive ionisa-

manipulate this original set of equations into a desirablenf tion and recombination processes:

to reduce the number of unknowns amco fulfil the format re- AT s AT L e

quirements of the adopted computation scheme. The thipdste

to solve the remaining simultaneous equations, usuallydmnsm Again, specied\ is taken in the general sense and can be either

of iterative techniques (see, for instance, Tsuji 1963). a molecule or a single atom, and the superscripfor +r + 1)
Rather than solving sets of equations, the equilibrium cordlenotes its ionisation stage.

putation can be formulated as an optimisation problem, sisch ~ These processes can be described through the corresponding

solving the so-called classical problem by minimising thiea-  equilibrium or ionisation constant:

lated free energy of the system (Mihalas, Dappen, & Hummer Nasr+1Ne-

1988). An alternative approach, based on the neural network K33(T) = m (7)
technique, has been recently proposed by Asensio Ramos & A
Socas-Navarro (2005). which is explicitly given in the form of the Saha equation

In this study we adopt the Newton-Raphson iteration scheme 32
to solve the chemical equilibrium problem of a gas mixturehwi KSaha(Ty = (Zﬂ%kT) Qintarr - 2 exp(_ll-\_”). (®)
assigned chemical composition, presseifer density) and tem- A h2 Qintar ks T

peratureT. The adopted formalism and solution method are d

tailed below. ?iereme is the mass of the electrohy: is the ionisation potential

of speciesA in the +r!" ionisation stage; th@, are the internal
partition functions appropriate to the corresponding e d he
2.1.1. Equilibrium relations factor 2 is the statistical weiglat for free electrons, correspond-

L . .ing to two possible spin states.
L}nder the_ICE approximation, thg gas Species _obey the quh The same formalism with = —1 can be applied to account
rium conditions set by the dissociation-recombination mmi+ ¢, i electron-capture negative ionisation

sation processes. Generally speaking, the chemical otiens
in the gas between specidsand B may involve the simple A+e S A,

dissociation-recombination process S . S
P which is assigned the equilibrium constant

-

A+BsS AB 4) KSahqT) = Na ’ ©)
in which bothforward andreversereactions proceed at the same NANe-
rate. In the above equatioh or B may be an atom, molecule,and the Saha equation:
ion or electron. Of course one may postulate more complicate 32
chemical interactions such as Sahg-ry _ h? Qint.A- [ a-

KRT) = ormekaT| O 5 EXP kaT ) (10)
AB+CD s AC+ BD LA
where la- corresponds to the electrotfhiaity, i.e. the energy

or released when an electron is attached to a neutral atom or

A+B+C s ABC molecule.

of Where ionisation of diatomic and polyatomic molecules is
considered, there are at least three energy-equivalens why
forming positive molecular ions:

2) A—e — A*: A" +B— AB
H 1
(A+B)+C S ABC. 3) B—e > B"; A+B" — AB'.

but these can ultimately be reduced to Eq. (4), in the forms
simple dissociation-recombination reactions, i.e.

From statistical mechanics we know that for any spegiesxd . L L _ .
B in equilibrium with their compoun@\B (usually a molecule), Dissociation and ionisation equilibrium can be taken inte a
the number densitigs, ns, andnag are related by the Guldberg-coum simultaneously by choosing that dissociation path in

Waage law of mass action: which the a_tor_nic _species th_at rema_ins ionised is the one with
the lowest ionisation potential. For instance, for a iodisk-
Kag(T) = NaNB ) atomic moleculéAB" with 15 < Ig the selected sequence is 2),
AB Nag so that the number density of the ionised molecule is caledla

by combining Eg. (5) and Eqg. (8), obtaining:
whereKag(T) is the dissociation constant or equilibrium con- y 9Ed. ) a-®) g

stant of specie®\B, which depends only on temperature. It is na-ng  Kag Kﬁf‘ha
expressed with Kae:(T) = Mag  KSaha (11)
AB AB
2mukT )3/2 Qint.AQint.B ( DAB) (27Tl~lkBT )3/2 Qint.A+ Qint.B ( DAB*)
Kag(T) = : —expl-—=|, 6 = : — exp|— , 12
ae(T) ( h? Qint.AB ke T ©) h? Qint.AB P ke T (12)
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where the dissociation energy is givenbyg- = Dag+ Ia—1as  Where the summation includes all molecules and atoms (@eutr
andlag is the ionisation energy of the molecuAd. and ionised). The number density of each atomic spebigds

In the case of negative molecular ions and assuming that disen obtained from Eq. (15) once the fractias= N, /N, are
sociation of AB producesA™ and B (hencelg- < Ia-), we can given as a part of the problem specification.
extend the same formalism of Eq. (12) to calculate the diasoc  The foregoing set of equations (5) through (17) aféisient

tion constant: for problem solution, as illustrated in the following.
Na-Npg Kap Ks—aha
Kag (T) = = Saﬁa (13) .
Nag- Kaa 2.1.3. Solution to the ICE problem
_(27uksT ¥2 Qinea Qinte Dap- 14 The solution to the chemical equilibrium problem in £ASOPSS i
il Omrs P\ KeT ) (14)  pased in large part on source code available under the GRL fro

. o ) the SSynth project (httpsourceforge.ngprojectgssynthi) that
where the dissociation energy is n@4g- = Dag + lag- — Ia-, is developed by Alan W. Irwin and Ana M. Larson. Basic ther-
andlg- denotes the electrorffanity of AB, or equivalently, the modynamic data together with a few FORTRAN routines were
neutralisation energy okB". adopted with the necessary modifications, as detailed below

2.1.2. Conservation relations 2.1.4. Thermodynamic data

In addition to the equilibrium relations (dissociation]:

recombination and ionisation), there exist three addition, e compilation of internal partition functions, ionfien and

types (.)f equations th_at will co_mpletely determine the co sociation energies. Each species (atomic and mol§dsiks-
centrations of the various species of the plasma, namely:qjyneq 4 set of fitting cdkcients of the polynomial form
conservation of atomic nuclei for each chemical specigs, I

charge neutrality, and iii) conservation of the total numbg "
nuclei. InNQ = Z a(nT), (18)
i=0

rom the SSynth package we make use, in particular, of the

Let us denote with\g the number of chemical elements,
Nmol the number of molecules (neutral and ionised), Afgthe
total number of species under consideration (neutral amidéal
atoms and molecules).

Indicating with N, the number density of nuclei of type

based mostly on the works by Irwin (1981, 1988) and Sauval
& Tatum (1984). In most cases the degree of the polynomials is
five (m = 6). The original compilation was partially modified

(occurring in atoms, ions and molecules), and= N, /N, its . i oo
fractional abundance with respect to the total number de§i and extended to include additional ionisation stages fomat
nd two more molecules,Hand FeH, that may be relevant in

nuclei N, (both in atoms and bound into molecules), then ti}% . . . N
- . : ; ; e opacity computation. We consider the ionisation sthges
conservation of nuclei requires that each atomic specig®t a | to foor g" eIeEnents from C to Ni (up to VI for O and Ne)

molecule) fulfils the equation and from I to Il for heavier atoms from Cu to U. Specifically,
pz Nimol our revisiorjextension of the original Irwin's database involve
aNa=Ny =14+ > Nt + Ny + ) vaula  (15) the following species.
r=1 A=l The partition functions for the C to Ni group have been
re-calculated with the routinpfsahaof the ATLAS12 code

In the right-hand side membae, is the number density of neu- .
tral ator%s; the next two terms give the number densit{/ of inns.(Kurucz 1993a), varying the temperature from 5000 to 20000 K

all positive ionisation stages (up to the maximum stpgeand in steps of 100 K. The partition fun(_:tions_ of the 15 rare eatth
in the negative ionisation stage; the last summation isoperéd ements belonging to fche Lanthalj0|d series, from La to Lughav
over all molecules (neutral and ionised) which contain tioera been re-computed with the routipéword from the UCLSYN

s ) : : spectrum synthesis code (Smith & Dworetsky 1988) increment
a. Hereva, corresponds to the stoichiometric ¢beient, ex- .
pressing the number of atorsin moleculeA. ing the temperature from 6000 to 30000 K in steps of 100 K.

Charge neutrality requires that This revision was motivated by the subs_tanual chaljgesen th
energy levels of the earth-rare elements introduced in msre

Niot Pz Mot cent years (Alan Irwin, private communication; see e.g. [egw
Ne = Z Z rNar — Z Na- (16) etal. 1994). We have verified that, the UCLSYN partition func
i1 r=1 =1 : tions for third spectra of the Lanthanides are in close agerd

. . _ . with the data presented in Cowley et al. 1994, while the tesul
where we include all appropriate atomic and molecular iongom ATLAS12 or Irwin’s (1981) compilation are usually lowe
with both positive and negative electric charges. For epebies i, some cases by up to a factor of two (e.g. for&and Th3).

A, the total number of free electrons is evaluated by meansgie partition function for FeH is given from Dulick et al. (@8)

the second internal summation extended upzowhich corre- - oyer 5 temperature range from 1000 to 3500 K in steps of 100

sponds to the highest positive ionisation stage. Negaiisa- k Then, for all the revised species, we have obtained theditt

tion produces a loss of free electrons, which explains theusli coeficients of Eq. (18) by the method of least-squares fitting.

preceding the last summation. , In most cases the best fitting is achieved witfy’aparameter
Finally, the necessary normalisation is given by the ideal gjoyer than 104, For H we use the original fitting polynomial

law, so that the total number density; of all particles obeys the provided by Neale & Tennyson (1995).

relation: Noot In total, our database of partition functions consistagf ~
Mot = Ne + Z Na = P (17) 800 species, including 300 atoms (neutral and ionised) from
= keT H to U, andNmoel ~ 500 molecules.
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Process Symbol Reaction References and Comments

ORray(H2) H, +hy > H, + Y Dalgarno & Williams (1962)
Rayleigh ORay(H) H+hy—-H+h/

O'Rai//(HE) He+ hv — He+ hv Dalgarno (1962)
Thomson Th(e) e +hhr—-e +h/ NIST (2006 CODATA recommended value)

og(H?) H+e +hv>H+e John (1988)

og(H) H"+e +hvy > H + e Method as in Kurucz (1970) based on Karsas & Latter (1961)

ow(H3) H"+H+hy—>H"+H Lebedev et al. (2003)
free-free og(H3) Ho+e +hy > Hy + e John (1975)

og(Ha) Hi +e +hy > H + e og(Hz) = o¢(H) (assumed)

og(He) He+e +hy - He+e Carbon et al. (1969)

og(He) He" +e +hy - He" + & og(He) = oz(H) (assumed)

og(He") He™ +e +hy - He"™ + e | og(He") = ogx(H) (assumed)

opi(HY) H +hv—>H+e John (1998)

or(H) Hihy — H* + e Method as in Kurucz (1970) based on

bf Gingerich (1969) and Karsas & Latter (1961)
bound-free opi(H3) H; +hy - H" +H Lebedev et al. (2003)
e Method as in Kurucz (1970) based on

oi(He) He+hy — He' +e Gingerigh (1964) and Hunger & Van Blerkom (1967)

opr(He") He" +hy - He™ + e Hunger & Van Blerkom (1967)
bound-bound opp(H) H+hy - H Kurucz (1970) including Stark broadening

600 K< T < 7000 K, 20 cm? < ¥ < 20000 cm*

Collision Ten(Ha/Hz) | Hz+Ha+hv = H, + Hy Borisow et al. (1997) . i
induced sem(Ha/He) | Hay + He+ hy — Ha + He %000 K< T <7000 K, 25 cmi'y < v < 20088 cm
absorption grgensen et al. (2000) . ]

son(H/HE) | H+He+hy — H + He 150_0 K< T < 10000 K, 50 cm* < ¥ < 11000 cm

ciA Borisow et al. (2001)

Table 1. Scattering and absorption processes involving H and Heehwmnsidered in this work.

2.1.5. Method

2.2. Opacity

In our computations we consider the followingntinuumopac-

First we need to specify the list of atoms, ions and moleculé¥ processes

which should be considered, together with the values of gas p

sure P, temperaturél and chemical abundances = N,/Na,.
Then, the code arranges a system consistingvgf+ 2 non-

Rayleigh scattering,

— Thomson scattering,
— Bound-free absorption due to photoionisation,

linear equations for the number densities of neutral atogs I
the total number density of ator, and the electron density — Free-free absorption,

ne. Once these densities are known, the number densities of aﬁyCoIhsmn-mduced absorption (CIA),
other ionised anfr molecular species are calculated by solvin
for their concentrations in Egs. (5), (7), (9), (11), or (13)ng
the equilibriunfionisation constant appropriate for each atom or_
molecule. Given the non-linearity of the equations, théeyss
conveniently solved by using a standard Newton-Raphson ite
ative method (Press et al. 1986). Numerical details arengive
Appendix A.

gndline opacity processes

Atomic bound-bound absorption,
— Molecular band absorption.

Denoting with oj(v) the monochromatic cross section
(in cm?) of the | absorption process (not scattering), the

) ) ) ‘monochromatic true absorption opacity and scattering ibpac
It is worth remarking that the EOS in ASOPUS can ea5|h/er unit mass (in cfhg1) are calculated with

deal withany chemical mixture, including peculiar cases suc

as zero-metallicityZ = 0) or hydrogen-freeX = 0) gas. In  ap _ N ap _ hv/keT
general, no convergence problem has been encountereah withi ) = p 7] ) (d-e ) (19)
the assumed ranges of the state variables. n;

° &) = D gety), (20)

In place of the gas pressuR it is also possible to specify
the gas density. In this case a second external iteration cycl@heren; is the number density of particles of typgp is the gas
is switched on according to a root-finding numerical schefte. density, and (1 e™/*T) is a correction factor for stimulated
eachi™ iteration a new valué®; is assigned to the pressure angmission.
the EOS is solved yielding the corresponding: P; (umy)/ksT, Tables 1 and 2 detail the whole compilation of the scattering
wherey is the mean molecular weight in units of atomic masand absorption processes considered here.
my. The process is repeated until théeience log(oi) — log(o)| The monochromatic opacity cross sections for atoms (ex-
decreases below a specified tolerafjcén our computations we cept for H and He), taken from the OP database, are integablat
adopts, = 1078, and convergence is reached typically after 3-#h frequency, temperature and electron density, accorttirige
iterations. formalism described in Seaton et al. (1994) and Seaton (2005
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Species Source & Reference with a Doppler widthA, given by
C,N,O
Ne,Na, Mg Vi 2kgT
Atoms AlSi,S OP: Seaton (2005) for logj > 3.6 A, = =2 2keT + &2, (23)
Ar, Ca, Cr (o m
Mn,Fe,Ni

wherem is the mass of the molecule, agds the microturbo-
lent velocity, which is assigned the valu® Xnys. More details
about the input data and the treatment of molecular lineitipac

CI, NI Method as in Kurucz (1970) based on
Atoms Ol, Mgl Peach (1970) and Henry (1970)
All, Sil for log(T) < 3.6

HE LL: Uttenthaler et al. (2008) can be found in Aringer (2000), Lederer & Aringer (2009), and
HCI LL: Rothman et al. (2005) Aringer et al. (2009).

CH LL: Jgrgensen (1997) In summary, to generate the molecular OS files directly from
C, LL: Querci et al. (1974) the line lists, prior to the execution of £ASOPUS, we proceed
CN LL: Jgrgensen (1997) as follows. For each value of a selected set of temperat(ir@s,
co LL: Goorvitch & Chackerian (1994)  values in the range 600 K T < 10000 K), the monochro-
OH LL: SChI‘qunke (1?97) matic absorption cdcient of a molecular species at a given
%‘8 II:II: gfﬁwﬁﬁﬂee(tlagggoos) wavelength poiniz22S(v), is obtained by adding up the contribu-

tions of all the lines in the list with the corresponding kaleaing

Molecules (\:/fl)-l H: g:ﬁéﬁﬁliﬁgiﬁﬁ%on functions taken into account:

FeH LL: Dulick et al. (2003

YO LL: Littleton (200(7) (2301) TB5(0) = > o), (24)

ZrO LL: Plez (2007) lines

H,O LL: Barber et al. (2006) . )

HCN LL: Harris et al. (2003) where each termggs(v) is evaluated with Eqgs. (21) — (23). Then,
Cs OS: Jgrgensen et al. (1989) during the computations with £ASOPUS, we interpolate on the
CO; LL: Rothman et al. (1995) OS tables for any given temperature of the gas. We notice that
SO LL: Rothman et al. (2005) the errors brought about by this interpolation are margoah-

CoH, 0OS: Jgrgensen (1997) pared to all other sources of uncertainty (e.g. moleculda,da

Table 2. Data sources for the atomic and molecular monochromatiicroturbolence velocity, solar abundances, etc.).
absorption cofficients. Atomic absorption céigcients (including both
continuum and discrete opacities) are from the OpacitydRtofOP)

database, while molecular absorption fiiméents are extracted from ei- 2.2.1. The Rosseland mean

ther line lists (LL) or opacity sampling (OS) data. Once the total monochromatic opacity @égient is obtained by
summing up all the contributions of true absorption andtecat
ing

They include all radiative continuum and discrete opacity-p «(v) = Z K?bS(V) + stca%,) , (25)

cesses. Line broadening is taken into account as the refsult o 7
thermal Doppler fects, radiation damping and pressufieets.

The monochromatic molecular absorption fiméent caused then the Rosseland mean opacity, classically defined byZqg. (
by each of the dferent species included in our code is taket$ conveniently calculated with (see e.g. Seaton et al. 1994
from opacity sampling (OS) files produced for the selected fr -
quency grid (see Sect. 2.2.2 and Appendix B), that are in most 1 — f Fr(U) du (26)
cases calculated directly from the corresponding line l{see xR(p, T) ()
Table 2). The only exceptions areld, and G for which we use
already existing pre-computed opacity sampling data.

Where line lists are adopted, the absorption cross secfion o 15

L . e 4 2

a spectral line, involving the bound-bound transition fretate Fru) = 72 u" exp(u)/[1 - exptu)l™ (27)
mto staten, is evaluated with the relation: (47)

where

e gf In the above equations is the photon frequency, and
oY) = — —— g FolkeT (1 - e’hVO/"BT) () (21) u = hy/(ksT) is the normalised photon energy. In our calcu-
mec Q(T) lations«r denotes the absorption diieient per unit mass, and
with e andme the charge and mass of the electrothe speed of is always given in crhg™t. Since the opacity cdicientx, en-
light, hvy the energy of the corresponding radiati@Q{T) the to- ters Eq. (2) as an inverse, the minima dominate the values of
tal partition function (being the produ®®yans Qint, Of the trans- the Rosseland mean. It follows that a lakgeimplies large ab-
lational and internal partition functions) of the moleadpecies sorption from the radiation beam, while a smailindicates that
under consideratiorEy the excitation energy of the lower levelthe energy losses from the beam remain little as it propagate
m of the transitiong f the product of the statistical weighfy, through the matter.
of the level times the oscillator strengfh of the transition. In practise, the numerical integration of Eq. (26) requies
The correction for stimulated emission is given by the tenm ispecify two finite (lower and upper) limits;; andu,, and the
brackets. The normalised broadening functigfy), for the line grid of frequency points. The choice of the limits must gurea
profile takes into account thefect of thermal broadening andthe covering of the relevant wavelength region for the weigh
non thermal-contribution of microturbolent velocitiescarding functiondB,/dT, so as to include its maximum and the declining

to the equation: wings.
1 _(%)2 22 In this respect it useful to recall that, in analogy with the
o) = AT et (22) Wien'’s displacement law for the Planck function, the wamglé
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Amax Of the the maximum o B, /dT is inversely proportional to

the temperature according to B o | | \ 1
r radiation ideal gas E
375656 i ' ]
=" 4.5 |- ]
Amax[um] = TIK] (28) | Jo.1
L E ?f
It follows that the maximum of the functioRg is reached for r ] e
Umax = 3.8300. o 4L < 102 7
In our calculations we adopt the integration limits~ 10° % = \ press] )
andu; =~ 64, corresponding to the wave numbeis = 10 = B \ioniz n
cm?t andv, = 2 1P cm™l, and wavelengthsl; = 1000 i =102 o
um andd, = 0.04 um, respectively. We have verified that 55 ] B
these values largely satisfy the condition of spectral caye x 1
of the weighting function over the entire temperature range i = 107
3.2 < log(T) < 4.5, here considered. i ]
3 1 1 1 1 ‘ 1 1 1 1 ‘ 1 1 1 10—5
-10 -5 0 10

2.2.2. The frequency grid and computing time
log(R)

Since in our calculations a number of crucial opacity sosirce_. . ) . .
pactty ig. 1. Location of our RM opacity tables in the Iog(—log(R) diagram

1.€. mol_eCltJItar absqrptlon bafnds, arei '?dUded a(sj OfSiudalm, ! shaded rectangular area), together with the approxin@aiadaries be-
convenient to specify, prior of computations, a grid of ieqcy tween regions where the total pressure is dominatedfbgrdit éfects:

points, which should be common to both the OS treatment apgiation pressure, ideal gas, electron-degenerate gago@b inter-
the numerical integration of Eq. (2). The frequency disttion  actions, and pressure ionisation. The vertical line to #fedf which
will be determined as a compromise between the precisicth (a@diation dominates the pressure is givenfys = Prag with u = 0.5.
accuracy) of the integration and the speed of calculations.  Along the border line between the ideal and degenerate gaxuate
For this purpose we employ the algorithm by Helling &he corresponding pressures of a non-relativistic eleajes with mean
Jargensen (1998), that was developed to optimise the freguemolecular weighge = 2. The vertical boundary at loB} ~ 3, beyond
distribution in the opacity sampling technique when deglinvhich the Coulomb coupling of charged particles should Sbueam
with a small number of frequency points. We performed a fefi"@nt. is defined by the conditidf = 1, wherel'c = 1.110°T/p
tests adopting frequency grids with decreasing size, namiéh IS the Coulomb coupling parameter for an ionised-hydrogksma.

! Pressure ionisation is assumed to become dominant at)legQ for
Mot = 5488 1799 944 510 and 149 frequency points. More|og(-|—) < 4.5, a typical value according to the analysis developed by

details are given in Sect. B. The results discussed in thewel | o (1997). The behaviour of the paramege(defined in the text) is

ing sections refer to the grid witho: = 944 points, which has aiso shown. As an example, the evolution of the photosplpziam-

proved to yield reasonably accurate RM opacities. eters Ter, Ronoy Of @ stellar model with initial mass = 5M,, and
Besides the quality of the results, another relevant aspectetallicity Z = Z; = 0.02 is depicted by a magenta line, covering the

the computing time. With the present choice of the frequengyolution from the pre-main sequence to the first pulses e TRAGB

grid , i.e.not = 944 points, generating one table at fixed chenfcalculations performed with the Padova stellar evolutiode).

ical composition, arranged with the default grid of the etaa-

rameters T andR, see Sect. 3.1), i.e. containifg xNr = 67X anq als0 by FO5, while the computing time scales almost lin-
19 = 1273 opacity values, takes~ 45 s with & 2.0 GHz proces- g4y with the number of frequency points, the gain in priecis
sor. Adopting other frequency grids would require shgle@ger 465 not, so that the RM opacities are found to vary just neg-
computing times, roughly ~ 200 s fornot = 5488;7 ~ 70'S jigibly heyond a certain threshold (see also Helling et 808

for net = 1799;7 ~ 30 s formge = 510; andr ~ 15 s for g Appendix B). All these arguments and the results digzliss
Nt = 149. These values prove that £SOPUS is indeed a qujgksects. 4.1.1 support the indication that the agile apgitoa

computational tool, which has made it feasible, for the finse,  5qopted in /ESOPUS s suitable to produce RM opacities with
the setup of a web-interface (hmstev.oapd.mafj&esopus) to 4 very favourable accuragomputing-time ratio.
produce low-temperature RM opacity tables on demand and In

short times.
The main reason of such a fast performance mainly residg@sOpacity tables: basic parameters
in the optimised use of the opacity sampling method to descri
molecular line absorption, and the adoption of pre-talea atb-
sorption cross-sections for metals (available from the cipa

Tables of RM opacities can be generated once a few input pa-
rameters are specified, namely: the chemical compositidimeof

Project website). In this way the line-opacity data is eotzd gas,dand the b|-d|.mt()eln5|gnal sdpace over which one pair of inde

(e.g. from line lists and the OP database) and stored in aeconfendent state variables is made vary.

nient formatbeforethe execution of £SOPUS, thus avoiding to

deal with huge line listgluring the opacity computations. This 3.1. State variables

latter approach is potentially more accurate, but extrgrieie- i ) i

consuming (e.g. FO5). Under the assumption of ideal gas, described by the law
Moreover the improvement in accuracy that would be kg

achievable with the on-the-fly treatment of the line listsnis Pgas= —pT, (29)

principle reduced when adopting a frequency grid for indegr MMy

tion which is much sparser (e.g. 10* frequency points as in one must specify one pair of independent state variablesalUs

FO5) than the dimension of the line lists (up to’1010° line choices are, for instancePgss T) or (o, T). For practical and

transitions). On the other hand, as shown by our previous tekistorical reasons, opacity tables are generally builtfasation
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of the logarithm of the temperatuiie, and the logarithm of the Reference Z, (C/O)s (C/O)uita
Rvariable, defined aR = p/(Te)3, with Tg = T/(1PK). Anders & Grevesse 1989 (AG89) 0.0194  0.427 0.958
An advantage of using thR parameter, instead @f or P, ~ Grevesse & Noels 1993 (GN93) ~ 0.0173  0.479 0.952
is that the opacity tables can cover rectangular regionhief t Grevesse & Sauval 1998 (GS98) ~ 0.0170  0.490 0.947
(R T)-plane, without the nasty voids over extended temperatursioiweger 2001 (H0) 0.0149  0.718 0.937

ranges that would come out if intervening changes in the EO ?ggggezg?il(l_z%:’% (GASOT) og%ﬁéz 0.5(;\}37 o'gégg
are not taken into account (e.g. transition from ideal toeshey- Caffau et al. 2009 (CO9) 0.0155 0575 0.938

ate gas). . — .
Interestingly, as pointed out by Mayer & Duschl (2005; see; 'Nis abundance ratio is defined by Edg. (35).

their appendix D), dferentR values correspond to fiérent thheCelﬁmgntNal a&undgncezellzre Eﬁk?n from (j_rfz_evg?sE&_SaQr%ﬂ)(l

gagradiation pressure ratios, = Pgag/Praa. The relation be- 2 10 & I, 0, W& W, S, and € that are modilied following tevi-

- ) _ sion by Howeger (2001).
tween logR) and logp) is linear, with largerR values corre ¢ The elemental abundances are taken from Grevesse & Sa@@d)(1

E?;:nmg etg\llgigsvcﬁelﬁoﬁg e:nt<r:1raetatsr:29 é;nup;irézzsci épa;?%:;(gsst but for N, O, and Ne following the revision by @au et al. (2008, 2009).
place in the range at4.8 < log(R) < —4.5, assuming a mean Table 3. Compilations of the solar chemical composition adopted
molecular weight varying in the interval®< x < 1. In Fig. 1 '2 the Icomputlanon (I)If the EOS and 9]?5 O.pac't'ehs' Fgr egcmm')(t
we also plot the quantity = Pgas/(Pgas + Prad), @ parameter the solar total meta |§|tyZ@ (in mass fraction), the abundance ra-
frequently used by stellar evolutionists tios (C‘/O)@. gnd (GO)crir1 are indicated for comparison. The latter
In this respect Fig. 1 illustrates thé rectangular region co?grks 2 |lec{le boun3d grnyﬁr tge gzsén oléacu(ljar chem|str§hmranged
ered by our RM opa.city tables in the 1dg( - log(R) dia- n.umbser f;%(t'iro)nss Sone e apHndances are expressed as
gram, defined by the intervals .8 < log(T) < 4.5) and
(-8 =< 10g(R) < 1). We note that the table area lies in the
domain of the ideal gas, and it extends into the region doratha
by radiation pressure for loBj < —4.5. Non ideal &ects related v Grevesse & Noels 1993 « Grevesse ot al 2007
to electron degeneracy, Coulomb coupling of charged pastic 0 Grevesse & Sauval 1998 O Caffau et al. 2008, 2009
and pressure ionisation of atoms are expected to become domi & Lodders 2003
nant outside the table boundaries, in the domain of higtsitien
plasmas. .
It is important to remark that our RM opacity tables can be - C 1
easily extended to higher temperatures, 19g¢ 4.5, with the 0 N 2 Mg Si
RM opacity data provided by OPAL and OP. As a matter of fact # g & S
the agreement between our results and OPAL is good in the over i g |
lapping transition region, say®< log(T) < 4.5 (see Sect. 4.1.1 -2 Al Al cq N
and panel c) of Fig 7). X, | Na g ¥ & §
Within the aforementioned limits of the state variables, th 7_~ 8
interactive web mask enables the user to freely specify the e i P
fective ranges of lod() and logR) of interest as well as the L §
spacing of the grid pointa log(T) andAlog(R). From our tests
it turns out that a good sampling of the main opacity features
can be achieved with log(T) = 0.05 for log(T) > 3.7 and -
Alog(T) = 0.01 for log(T) < 3.7, andAlog(R) = 0.5. In any
case, the choice should be driven by consideration of two as-
pects, i.e. maximum memory allocation, and accuracy of the Ll b b e 1% v e
adopted interpolation scheme. 5 10 15 20 25 30
Z, (atomic number)

[ T 1T T T [ T 1T T 7T [ T T T 7T [ T T T 7T [ T T T [ T

X T
o <
I

&

3.2. Chemical composition Fig. 2. Fractional abundances of elements, with nuclear chdrge

Itis specified in terms of the following quantities: 6 — 30, normalised to the solar metallicity according to vasi@empi-
' lations, as indicated.

— The reference solar mixture;
— The reference metallicityes;

— The hydrogen abundaneg ~ 0.019 in AG89 down to~ 0.012 in GASO7. This implies that
— The reference mixture; opacity tables constructed assuming the sZnmay notably dif-
— The enhancemefutepression factof; of each element (heav- fer depending on the adopted solar mixture. Concernif@, @
ier than hellum), with respect to Iits reference abundance. key parameter@cting the Opacities for |Og'0 < 3.5, we see
that it spans a rather narrow range4® < C/O < 0.53) pass-

. . ; : ing from one compilation to the other, except for the HO1 wahic
options, which are referenced in Table 3. For their relegaioc corresponds to a higher value/G~ 0.72. How much these

the opacity issue, the corresponding solar metallicty, and 7 : . :
the (G/O), ratio' are also indicated. Scrolling Table 3 from top(rjégﬁlrt?r? g(]: %Sp g::i:[{irf]ei Irse E;%Tg; es(;) Iifr;]lrsrggtuélrels may impact on the

to bottom we note that,, significantly decreases, passing from Let us indicate with\z the number of metals, i.e. the chem-

! Throughout the paper the/@ ratio is calculated using the abun-ical elements heavier than helium, with atomic numbier 3.
dances of carbon and oxygen expressed as number fracten§® = Each metal is characterised by an abundafidée mass fraction
&c/eo following the definition given by Eq. (30). and, equivalently, an abundangein number fraction, respec-

The reference solar mixture can be chosen among vari
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log(kr)

DA NDONAO®

Fig. 3. Rosseland mean opacity as a function of variablesdR over
the entire parameter space considered in our calculafidrs adopted
composition is assumed to ha¥e= Z,,s = 0.02, X = 0.7 and the metal
abundances scaled-solar to the GS98 mixture.

tively defined as:

=—AiNi and sizﬁz N

S AN Na o 3

. (30)
j=1 N;

whereN; is the number density of nuclei of typewith atomic

massA;, andN;, is the total number density of all atomic specie.
(with the same notation as in Sect. 2.1.2). In both casesdhe n

malisation condition must hold, i.&¥ X; = 1 andy ¥ & = 1.

The total metal abundance is givenBy= Y ;.5 X in mass frac-
tion, andez = Y>3 & in number fraction.

We assign each metal species the variation facfpendg;,
relative to the reference mixture:

Xi = i X ref (31)

The reciprocal relations betweéhande; derive straightfor-
wardly:

and &i = Ui&iref -

X; = Npl“'gi and & = lei;A“ . (32
2is1 Aej 21 KilA;
as well as those betwednandg; for metals:
YjsaAjel! Zjaa XU/A,
fi=g 277 and gi = fi Sy T (33)
YizaAjgj D=3 Xj/A|

We have verified thaf; ~ g; as long as they are not too large
and the ratios between the two summations in the left-hatel si

members of Eq. (33) do not deviate significantly from unigg(s
for instance, Table 4).

In principle, the reference chemical mixture cardpggiven
chemical composition. Frequent choices are, for instamie;

— enhanced elementgth f; > 1 (org; > 1);
— depressed elementsth f; < 1 (org; < 1);
— fixed elementwith fi = 1 (org; = 1).

The latter correspond to the reference abundances, i.ledsca
solar in the case discussed here. Moreover, let us designate

— selected elementgith f; # 1 (org; # 1)

the group of elements which are assigned variation factibrs d
ferent from unity (either enhanced or depressed), as pdheof
input specification. We limit the discussion here to the aafse
the abundanceX; expressed in mass fraction, since exactly the
same scheme, with the due substitutions, can be appliecto th
abundances in number fraction. In this respect one should bear
in mind that the conversion§ & &; are obtained with Egs. (32).
Starting from the reference mixture, then the new mixtureloa
obtained in two distinct ways:

1. CaseZ # Z.t. The enhancemefdiepression factor§ of the
selected elementzroduce a net increagkepletion of total
metal content relative to the reference metallictty;. The
actual metallicity is calculated directly with = Zi":’zl fi X ref.

In this case allVz variation factorsf; can be freely specified
without any additional constrain.

CaseZ = Z,s. The enhancemefaepression factors produce
non-scaled-solar partitions of metals, while the totakref
ence metallicityZ is to be preserved. This constraint can
be fulfilled with various schemes, e.g. by properly varying
the total abundance @il other non-selected elemerts as

to balance the abundance variation of sleéected groug~or
instance, if the selected elements havefalb- 0, so that

we refer to them agnhanced groupthen the whole posi-
tive abundance variation should be compensated by the neg-
ative abundance variation of the complement@epressed
group. Another possibility is to define fixed groupof el-
ements whose abundances should not be varied, hence not
involved in the balance procedure; in this case the preserva
tion of the metallicity is obtained by properly changing the
abundances of a lower number of atomic species among the
non-selected ones.

In principle, the quantitie§ can be chosen independently for
up to a maximum of {/z — 1) elements, while the remaining
factoris bound by th& = Z; condition. A simple practise is

to assign the same factor to all the elements belonging to the
selected groupeitherenhancedr depressedas frequently
done fora-enhanced mixtures. In this respect more details
can be found in Sect. 4.3.

The former caseZ + Z.t) properly describes a chemical
mixture in which the abundance variations are the product of

tures with scaled-solar partitions of metals, or with ert&@h n,,clear burnings occurring in the stellar interiors. Thipkes,
abundances af-elements. The ASOPUS code is structured {g, instance, to thermally-pulsing asymptotic giant biaeP-
allow large freedom in specifying the reference mixturer Fo\GR) stars whose envelope chemical composition is enriched

simplicity, in the fol!(_)wing we will adopt the solar mixtues the i, ¢ ‘and O produced by He-shell flashes and convected to the
reference composition, so that the reference metal abwedary,itace by the third dredge-up, which leads to fiaaive incre-

are
&7
and  &iref = Eio—
€7,

Z
Xiref = Xi,ez (34)

with clear meaning of the symbols. The partitiodge/Z,, of

ment of the global metallicityZ > Zes).

The latter cased = Z.f) corresponds, for instance, to
chemical mixtures with a scaled-solar abundance of CNO ele-
mentsXcno, but different ratios e.gXc/Xcno, Xn/Xeno, and

chemical elements from C to Zn are shown in Fig. 2 for a feMo/Xcno. Alternatively, if we consider the abundances in num-

compilations of the solar chemical composition.

ber fractions, the conditiomscno = const., may describe the sur-

According to the notation presented by Annibali et aface composition of an intermediate-mass star after thenskec
(2007), the chemical elements can be conveniently dividea i dredge-up on the early AGB, when products of complete CNO-

three classes depending on the sigr;@br g;) , namely:

cycle are brought up to the surface. In this case the totabmum
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of CNO catalysts does not change, while C and O have betbe total absorption cdicient at the lowest densities, whereas
partly converted td*N. Another example may refer te- en- at increasing the most significant opacity sources are due to
hanced mixtures with dierent p/Fel> 0 but the same metal metals and H absorption (electron photo-detachment fok
contentZ. 1.644um and free-free transitions).

Finally, it should be noticed that, once the actual metal- At jower temperatures, i.e. 10§] = 3.3 andAmax ~ 1.88um
licity Z is determined, in both cases the normalisation conghottom panels), the molecular absorption bands (mainly of
tion implies that the helium abundance is given by the refati 14,0, vo, TiO, ZrO, CO) dominate the total absorption coef-

Y=1-X-2 ficient at any gas density except for very low values, wheee th
spectral gaps between the molecular bands are filled in Wwith t
4. Results Thomson e scattering cofficient. Due to its harmonic charac-
) . o o ter, the Rosseland mean opacity emphasises just theseyopaci
In the following sections we will discuss a few applicatiafs holes, so that the totak for log(T) = 3.3 and logR) = -8

the new opacity calculations, selecting those ones thatmeayjl| be mostly determined by the Thomson scattering, with a
particularly relevant in the computation of stellar modéisr smaller contributions from molecules.

completeness, our results are compared with other opaatty d

available in the literature. This fact becomes more evident with the help of Fig. 5,

which provides complementary information on both the chem-
istry of the gas, and the characteristic temperature wirsdofv
4.1. Scaled-solar mixtures different opacity sources. Results are presented as a funétion o

_ . . temperature for three values of the param&er
Let us first illustrate the case of scaled-solar mixturesictvh for the chemi Is of Ei h h
will serve as reference for other compositions. As an exampl S for the chemistry (top panels of Fig. 5), we show the con-

Fig. 3 visualises the tri-dimensional plot of one opacitgléga Centrations of a few species, selecting them among those tha
calculated over the whole logjf — log(R) parameter space for a2'€ Op%CIty contrlbgtors,_ Wrr']'le Ileavmg out a"”OtEer cheas
given chemical mixture. The latter is characterised ¥y=(0.7; @ @void over-crowding in the plots (we recall that £SOPUS
Ziet = 0.02:Z = Zet: f = 1, fori = 3--- Ng)) according to the solves the qhem|stry foNit = 800 speC|_es). It is useful to re-
notation introduced in Sect. 3, meaning that all metal aboods mark a few important features, namely: i) at Iqwer temperu
are scaled-solar. One can see that the grid of the stateblesia Molecular formation becomes moréieient at increasing den-
(i.e. Alog(T) = 0.01 for 32 < log(T) < 3.5, andA log(T) = sity, ii) the most abundant molecule is either carbon modexi

0.05 for 35 < log(T) < 4.5 Alog(R) = 0.5) is suficiently dense (CO) thanks to its high binding energy at low and intermesliat

to allow a smooth variation ofs all over the parameters Spacesjensities, or molecular hydrogen{}at higher densities; iii) the

which is a basic requirement for accurate interpolation. electron density, is essentially supplied by H ionisation down
Dierentspacy sources ominat he ol diren. 12 STBSIeSS 0 8, 5, SHow e e e
regions of the lodl) — log(R) plane. Roughly speaking, we ma _ - o
say that the continuous and atomic opacities prevalil atehigHVIg’ '_A‘I' Na, Si, Fe, etc. (see Fig. 22 and Sect. 4.3 for more dis-
temperatures, while molecular absorption plays the majte r CuSsion of this point).
for log(T) < 3.5. It has been known for long time (see e.g. The bottom panels display the contributions of several ab-
Alexander 1975), for instance, that the prominent opadityp Sorptioriscattering processes to the total RM opacity. This is
peaking at log() =~ 3.25 in Fig. 6 is mainly due to the strongdone by considering, for a given souri;ehe ratioc®" /s, where
absorption of HO molecular bands. To delve deeper into thgof js thereducedRM opacity obtained by including all opacity
matter it is instructive to look at Fig. 4 and Fig. 5, which ”'s]ources but for the™ itself
lustrate the basic ingredientfecting the RM opacity and their o .
dependence on wavelength, temperature and density. Atvery low densities, i.e. lod}) = -8 (left-hand side panel
Figure 4 displays the spectral behaviour of the monochr8t Fig. 5) the most important opacity source, all over the-tem
matic opacity coficient per unit mass(v), of several ab- perature range under consideration, is by far Thomsoneseagt
sorption and scattering processes, as defined by Egs. m)_(from free electr_ons_. No_te that_at lower temperatures aivelgt
We consider three representative values of the temperétare important contribution is provided by Rayleigh scatterfrgm
log(T) = 3.3, 3.7, 4.0) and three choices of tiRe variable (i.e. neutral hydrogen, while the role of molecules is margirate
log(R) = -8, -3, 1), for a total of nine panels that should@t these low densities molecular formation isffi@ent.
sample the main opacity domains. For each temperature, we Different is the case with o] = -3 (middle panel of
also indicate in Fig. 4 the spectral range most relevantHer tFig. 5). We can distinguish three main opacity domains as a
Rosseland mean, by marking the wavelengthy at which the function of temperature. At lower temperatures, say f@ 3
Rosseland weighting function reaches its maximum valuee(gi log(T) < 3.6, molecules completely rule the opacity, with®1
by Eg. 28), and the interval across which it decreases bytarfadbeing the dominant source for I0g( < 3.4. Additional mod-
1/e est contributions come from metal oxides, such as TiO, VO,
At larger temperatures, i.e. [08) = 4.0 andAmax ~ 0.38um YO, and SiO. Note that, though for/G < 1 the chemistry
(top panels), the total monochromatic figent is essentially is dominated by O-bearing molecules, there is a small opacit
determined by the Thomson scattering at very low gas densi-bump due to CN at lod{) ~ 3.5. At intermediate temperatures,
ties (see the top-left panel for IdQ((= —8), while the H opacity 3.6 < log(T) < 3.8, the most important rdle is played by the
(bound-bound, bound-free, and free-free transitionsyplae H~ continuum opacity, which in turn depends on the availabilit
major rdle at largep. Next to hydrogen, some non-negligibleof free electrons supplied by ionised metals. Additionah@p
contribution comes from atomic absorption at shorter wavéy contributions are provided by Thomson scattering frdete
lengths. trons and Rayleigh scattering from neutral hydrogen. Agdar
At intermediate temperatures, i.e. 139(= 3.7 andimax ~ temperatures,.8 < log(T) < 4.5, the total RM opacity is de-
0.75um (middle panels), Thomson ecattering again controls termined mostly by the b-f and f-f continuous absorptionmdro
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Fig. 4. Monochromatic absorption cfiicients for several opacity sources as a function of the vesngth, for three values of the temperature and
three values of th& variable, as indicated. The chemical composition is deflmed = Z,.s = 0.02, X = 0.7 with metal abundances scaled-solar
to the GASO7 mixture. The total cigcient is depicted by the highest black line. The verticabarmarks the wavelength of the maximum of the
Rosseland weighting function (given by Eq.28), while theizantal arrows delimit the wavelength range within whitie tRosseland weighting
function drops by a factor /. Where molecular absorption bands are important, the spording spectral intervals are also indicated. For
graphical purpose only, line absorption @aents for molecules and atoms are smoothed by convolutithanGaussian function. The variance
is empirically chosen to depend on the wavelength so as e &daeat representation without missing important spedétalils.

hydrogen, with further contributions from b-b transitioosH Finally, we close this section by examining the sensitigsne

and atomic opacities. of the RM opacity to the underlying reference solar mixture.
In the high density case with log( = 1 (right-hand side Figure 6 shows an example of our opacity calculations made

panel of Fig. 5), the opacity pattern is similar to the one jug@dopting a few solar abundances compilations availabléen t

described, with a few dierences. The most noticeable ones atéerature. They are summarised in Table 3. The large$ewdi

the sizable growth of the Hopacity bump in the intermediate€nces are expected for 1dgs 3.4, where the RM opacity is

temperature window, and the increased importance of thegs i dominated by the opacity bump caused by th®Hnolecule,
at higher temperatures. whose amplitude is extremely sensitive to the excess of exyg
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Fig. 5. Top panels: concentrations of various chemical speciesfandion of temperature, for three values of tRgparameter, as indicated.
Bottom panels: contributions of fiiérent opacity sources (both continuous and line-absargifocesses) to the total RM opacity. Each curve
corresponds to logf — Iog(xj’ff), wherek is thefull opacity includingall opacity sources here considered, wherxf&sis the reducedopacity
obtainedomitting oneparticular source at once (labelled nearby). The logaiithmatation allows to highlight the temperature domainsachhi
characterise the fierent opacity contributors. The adopted chemical comipmsgonsists oK = 0.7, Z = Z,,s = 0.02, with elemental abundances
scaled according to the GAS07 solar mixture.

with respect to carbon, hence to th¢QCratio. In fact, we no- is available) which favours a larger concentration, herpacdy
tice that the opacity curves corresponding to GN93, GS98, LQontribution, of the CN molecule in this temperature window
GASO07, and CO9 lie rather close one to each other, just raftgct

the proximity of their GO ratios & 0.5 — 0.6; see Table 3). For ,, AL o
the same reason, the RM opacity predicted afflog 3.3 with .standard solar composition” should be always specifiediexp

the HOZ solar mixture is roughly 50% lower, given the highe} togotlathgar with |t$f_refer%ﬁr_;ce compilation %nd not takenm f
C/O ratio (= 0.7). granted, since significant fierences arise in the RM opacities

depending on the adopted solar mixture.

The arguments developed here indicate that the expression

Some diferences in RM opacity are also expected in the
3.5 < log(T) < 3.65interval, which is iected mainly by the CN 4.1.1. Comparison with other authors
molecular bands and the negative hydrogen ion We see in
Fig. 6 that most of the results split into two curves: the dfi@&  As a next step we checked our opacity results against tabu-
based on LO3 and GASO07 (and partly also C09) are higher thlated RM data made publicly available from other authors. In
those referring to GN93 and GS98 solar mixtures. In this cabéy. 7 we show eight representative comparisons, baseden: t
the diferences are not caused by the CN molecule, but ratheidely-used and well-tested database set up by the Wichita S
reflect the diferences in the electron density. As one can notidéniversity group, i.e. Alexander & Ferguson (1994), Femus
in Fig. 2, LO3, GASO07 (and C09) compilations correspond tet al. 2005 (hereafter also FO05); the recent data by Lederer &
higher solar partitionsX o /Z., of those elemental species tha#Aringer 2009 (hereafter also LA09) stored in the VizieR ser-
mostly provide the budget of free electrons at these tempevice; the RM data available in the Robert L. Kurucz’ home-
tures, such as: Mg, Si, Ca, and Fe (see also Fig. 22). As a cpage, and the OPAL and OP data computed via their interactive
sequence, the Hopacity is strengthened in comparison to theveb-masks. ThRandT intervals are dierent depending on the
GN93 and GS98 cases. On the other hand, the opacity cusegirce considered. For instance, the comparisons with fi#d O
corresponding to the HO1 mixture lies somewhere in the neiddiand OP opacities cover the range fror8 3 log(T) < 4.5, since
This is the indirect result of the largey@ ratio (i.e. more carbon no molecular contribution is included in the OPAL and OP data
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dex) with Alexander & Ferguson (1994) at Id9( ~ 3.4 and
log(R) 2 -3, the largest dierences (A5 - 0.20 dex) show up
instead in the comparison with FO5 for the same set of abun-
dances. In this respect, we expect that much of the discogpan
between FO5 and A£SOPUS fo23< log(T) < 3.4 is due to

the diferent molecular line data adopted for water vapour, i.e.
Partridge & Schwenke (1997) and Barber et al. (2006), respec
tively.

Support to the above interpretation is found when compar-
ing panel ¢) and e), the latter showing the check of £ASOPUS
results against Lederer & Aringer (2009) for the LO3 solakmi
ture. As we see the agreement here is quite fair all over the
log(T) - log(R) diagram, even in the low- corner dominated
by H,O, VO, and TiO absorption, where largeffdirences with
FO5 (panel c) arise. As a matter of fact, in £ASOPUS we adopt
essentially the same molecular data as in LAQ9, so that a good
match is in principle expected.

Finally, let us briefly comment on the bottom panels (g and
h) of Fig. 7, relative to two data sets, OP and OPAL, which are

N widely used to describe the RM opacity of the gas in the high-T

L ‘ regions, say for log{) > 4.0. The comparison with £SOPUS

3.2 3.4 3.6 3.8 in the overlapping interval,.8 < log(T) < 4.5, is really excel-
log(T) lent, so that the OP and OPAL opacity tables may be smoothly

) ) ) complemented in the low-regime with ASOPUS calculations.
Fig. 6. Rosseland mean opacity as a function of temperature anthassu

ing logR = —3. The adopted chemical composition consistX ef 0.7,

Z = Z¢ = 0.02, with elemental abundances scaled according to4al.2. Tests with stellar models

few compilations of the solar mixture abundances, namelgv&sse & . . .

Noels 1993; Grevesse & Sauval 1998; Holweger 2001; Loddees;2 The numerical dierences ing between dierent authors, illus-

Grevesse, Asplund & Sauval 2007; f2ai et al. (2008, 2009). Note trated in previous Sect. 4.1.1, assume a physical meanieg wh

the significant depression of the;® bump in the Holweger (2001) one analyses their impact on the models in which the Roselan

case compared to the others, due to the lower oxygen abuadaence mean opacities are employed. As already mentioned in Sgect. 1

(C/O)o ratio. the largest astrophysical use of pre-tabulateg, T) is in the
field of stellar evolution models to describe, in particulgme

ermodynamic structure of the most external layers iriclgd

e atmosphere.

While it is beyond the scope of this paper to perform a de-
tailed analysis of thefeects of lowT opacities on stellar struc-
%re and evolution, we consider here two illustrative cages

e predicted location in the H-R diagram of the Hayashiksac
escribed by low-mass stellar models while evolving thioug

In general we can conclude that the check is quite satisf E
tory in all cases under examination, as our opacity valueseag
with the reference data mostly withi#0.05 dex, with the largest
differences reaching up #+0.10-0.20 only in narrow regions.

Let us start discussing the comparison with Alexander
Ferguson (1994) and Ferguson et al. (2005), illustratedaim p d

els from a) to d) assuming various reference solar compositi . . X .
First we notice that the small magenta areas in the upper-| e RGB and AGB phases. To investigate thiéetlences il

corners of the four panels are not included in the test, satce fought about by dierent choices of lowF opacity tables, we

those densities and temperatures dust is expected to cxmtderrave carrleq out numerical Integrations of a cqmplete apel
2 whereas our EOS describes the matter in the gas phase. model (basmally the same as the one included in the Padelva st
Besides this, in all cases the agreement between the opa@{}?vmu“fotﬂ C%de) Wh'c? extend_ls_rl:rom the”atmosp_he:e dawn t
data of the Wichita State University group and £SOPUS is ve?SV ace ot (n€ degenerate core. The overat numerica pju_ree
: is fully described in Marigo et al. (1996, 1998), and Marigo &
good for 34 < log(T) < 45, the diferences log(xz) being Girardi (2007), so that it will not be repeated here. The muxi
mostly comprised withir:0.05 dex throughout thR range. For " ( )'t : & 168 P : e
log(T) < 3.4 the deviations between FO5 and £SOPUS appéec\'?g parameter IS assumece ~.50.
to grow with a systematic trend, i.e. logffS°PYy > log(kE%® As a matter of fact, it has long been known that the atmo-
at increasingRr. Anyhow, the va’riations are not dramaFtaiC,’thépherlc opacity is CF'“Ca' in determining the position fret-R .
biggest values arriving at —0.15/ — 0.20. This result is not diagram of a red-giant star (_e.g. Keele_y 1970; SC"’?IO & Ulrich
surprising since this is just the region where moleculaogps 2/ 2): We also recall that during the quiescent burningestag
tion dominates, so that the predicted RM opacity is sersttiv bOth RGB and AGB phases of a low-mass star the stellar lumi-
differences in the treatment of the molecular line opacitie (li nosity 1s essen_tlally control_l_ed by the mass of _the Ce”‘m_c
lists, broadening, adopted frequency grid, etc.). (and the chemical composition of the_gas), .belng largelgind
This applies also when comparingfigrent releases of the pendent of the envelope mass. Adopting suitable core-ruass |

same database as it is illustrated, for instance, by pahealsd mgngg :r?i“sogs da\éﬁg?nbilfallnc:)hrﬁ Iggirt?(t)weé;\%lg'vzﬁlﬁe Ols]:ati
b) relative to the data of the Wichita State University groife P ! P ©9

notice that where ZESOPUS exhibits the best agreemedns yield the dfective temperature at the corresponding luminosity.
9 We have repeated this procedure increasing the core mass— fr

2 The inclusion of dust in pre-computed opacities is in angqasb- 0.2 Mo to 0.46 M, for the RGB and from (& Mg, to 0.75M,, for

lematic since in real stars it will hardly form under equilin condi- the AGB — and adopting fierent opacity tables foF < 10000
tions. K.
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Fig. 7. Comparison between our RM opacity results and those prd\igiether authors, in terms of logf""*) — log(x=S°FY9. Contour lines, with

an incremental step of@5 dex, are superimposed to guide the eye. In all cases, totéfurucz , the adopted chemical composition corresponds
to Z = Zs = 0.02, X = 0.7. External data are taken from: Alexander & Ferguson (1%8%) Ferguson et al. (2005) adopting the Grevesse &
Noels (1993) solar mixture (panels a and b); Ferguson e2@0%) assuming the solar abundances from Lodders (2008¢pnand Grevesse

& Sauval (1998) (panel d); Lederer & Aringer (2009) adoptthg Lodders (2003) solar mixture (panel e); Kurucz’' web basz for a chemical
composition withZ = Z; = 0.0194,X = X, = 0.7065 according to the Anders & Grevesse (1989) solar mixjaeel f); OP and OPAL assuming
the Grevesse & Sauval (1998) solar mixture (panels g and h).
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Fig. 8. Predicted RGB tracks described by & M, model withZ = 0.02, X = 0.7 and scaled-solar abundances of metals according to either
GN93 (left panel) or LO3 (right panel). The luminosity is i¥ed from the core-mass luminosity relation given by Bootftt & Sackmann (1988),
while increasing the core mass fronROM, to 0.45M,. The dfective temperature is the result of envelope integratises the text for more
details). The dterent curves correspond to RM opacity tables computed figrdint authors, in the temperature range 8 log(T) < 4.0.
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Fig. 9. Predicted AGB tracks described by & &1, model withZ = 0.02, X = 0.7 and scaled-solar abundances of metals according to either
GN93 (left panel) or LO3 (right panel). The luminosity is ided from the core-mass luminosity relation, at the quiesstage of the pre-flash
maximum, given by Wagenhuber & Groenewegen (1998), whitesi@sing the core mass fronb0 M, to 0.75M,,. The dfective temperature is

the result of envelope integrations (see the text for motaildg. The diferent curves correspond tdi@dirent RM opacity tables, in the temperature
range X < log(T) < 4.0.

The results for 5M, and 20M; models withZ = differences among the RGB and AGB tracks are in most cases
0.02 X = 0.7 are shown in Figs. 8 and 9 for the RGB andbwer than the current uncertaintyfecting the semi-empirical
AGB tracks respectively. We have adopted ldwepacities Teg-scale of F-G-K-M giants« ~ 60 — 80 K; e.g. Ramirez &
from AF94, FO5, LA09, and A£SOPUS, and two reference sihteléndez 2005; Houdashelt et al. 2000).
lar compositions, i.e. GN93 and L03. In all cases the computa
tions with the opacities from £SOPUS and from the Wichita
State University group are in close agreement, typically bg > varving C-N-O mixtures
ing abs(logr4F** — log T/ESOPUY < 0.001 dex (ranging from ying

~ 5 K to ~ 20 K) and abs(log¢;° — log TSPy < 0.005 | several situations Rosseland mean opacities for noledca
dex (ranging from~ 10 K 10 ~ 50 K). The deviations from 4|5y apundances should be used. One of these cases applies
the resul&o\g/wth LAO9 opacities are somewhat largeB08 < fqr instance, to stellar models in which the surface abunean
abs(logT 7% — log T.£59") < 0.02 dex (ranging from- 50K ot ¢ "N, and O are altered via mixing alod wind processes.

to ~ 100 K). In this respect it should be recalled thatinTee- A remarkable example corresponds to the TP-AGB phase of
range considered here43s log(Ter) S 3.7, the main opacity |o\. and intermediate-mass stars, whose envelope corigosit
contributors are the absorption by tand Thompsonescat- ay he enriched with primary carbon (and possibly oxygen)
tering (the concentration of water vapour is still reIalwbw via the third dredge-up, or with newly synthesised nitroggn
even at the lowest temperatures; see Fig. 5), so tlfii@rences ot hottom burning. As a net consequence, the abundances of
in opacities are likely due to fierences in the description of ¢ N and O as well as their abundance ratios may be signifi-
the H™ opacity, andbr in the density of free electrons, which incantly changed compared to their pre-TP-AGB values (Wood &
turn may be &ected by diferences in the partition functions of| attanzio 2003). Most critical is the variation of the swdaO

the ions with low-ionisation potentials. Anyhow, the temaiare 445 \which controls the chemistry of the gas at the low tem-
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Fig. 10. Comparison of RM opacities relative to two gas mixtures with
Zies = 0.02, X = 0.7 but diferent GO ratios, namely = 1.3 and
C/O=C/O, = 0.49 according to GS98 solar composition. The colour
map shows the dierence log(s'*="°) - log(k'°=**°) throughout the
standard location in the 10§] — log(R) diagram of one opacity table
computed with £ASOPUS. The contour lines correspondsffierdihces
Alog(kgr) multiple of £0.25 dex. Note the large deviations occurring in
the low-T region dominated by molecular absorption.

log(n,/n,,,)

—-15

peratures typical of the atmospheres of AGB stars (e.g. ddari
2002).

Indeed, one of the aims of the present work is to provide
a flexible computational tool to generate RM opacities foy an
value of combination of the C-N-O abundances, henéer@tio.

Figure 10 shows clearly that big changesinare expected __
at low temperatures, say o) < 3.5, when passing from an O-
rich to a C-rich chemical mixture. For instance, at [Bj& 3.3
RM opacities of a gas with/O= 1.3 become much largerthanin &
the case with = 0.49 at lower densities;8 < log(R) £ -3, &
while the trend is reversed at increasing density, R)g¢ —3.
This fact is extremely important for the consequences idsi
about to the evolutionary properties of C stars (see e.gigdar ~15
& Girardi 2007; Cristallo et al. 2007; Marigo et al. 2008; \&ki
& Ferguson 2009; Ventura & Marigo 2009).

In this context we will analyse in detail the impact of chang-
ing the QO ratio in a gas mixture, thus simulating theet of
the third dredge-up in TP-AGB stars.

—10

/ntot

Q0
O
—_

c/0

4.2.1. Molecular chemistry: the key role of the C/O ratio

Figure 11 illustrates the abrupt change in the chemicaliegiai  F19: 11. Concentrations of several gas species as a function of Ae C
g P g tbq gtlo, in a gas mixture with lod{) = 3.3, logR) = —3 (or equivalently

when the @O ratio passes from below to above unity, in a g S ~ " 911) 7 = 002 andX = 0.7 and adobting the GAS07

with log(T) = 3.3 and logR) = -3 (log(p) = -111). From re?gt)ence solaz paﬁitions. The increase wmllowsrzha?ofc, while

a more careful inspection of Fig. 11 we see that the abundaggpndance is kept unchanged. The actual metallicitiso increases

curves of the O-bearing molecules (top panel) and the Ciliarith C. The molecules are divided into two groups, namelybe@ving

molecules (bottom panel) follow mirror trends, exhibitityypo  molecules (top panel) and C-bearing molecules (bottom [paNete

sudden changes of values gtCC~ 0.93 and GO ~ 1.0. We the sharp change in molecular concentrations/@ € 1.

may say that these two/Q values bracket the transition region

between the O-dominated and the C-dominated chemistry. As

discussed by Ferrarotti & Gail (2002) the abrupt changehén tThe existence o£2™ and e2™? can be understood consider-

chemical equilibria at @ ~ 0.93 and GO ~ 1.0 respectively ing the extraordinary high bond energies of the two monox-

correspond to the critical values of the carbon abundance  ide molecules CO and SiO, i.&€g(CO) = 1116 eV and
Eg(SiO) = 8.29 eV, as well as the usually large concentra-

crit.1 c Sf;m’l &si tions of the involved species, i.e. C, O, and to a less extent S
fc TeoTE 7 |35 1 e 1- o (35) Following Ferrarotti & Gail (2002) for temperaturds< 1500
e crit.2 K, at which dust is expected to condensate, one must also con-
L2 _ _ C _ % _ 1 sider the contribution of another strongly-bound molec8i& (
¢ © OJerit2 £0 Eg(SiS) = 6.46 eV), so that the first critical carbon abundance
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should be redefined a$™! = &5 — &g + £s. Since this study pletely dominated by molecular absorption, with a sizalae-c
deals with the gas chemistry for I0( > 3.2 (i.e. without dust tribution by CIA(Hx/H2) atA ~ 2 um, just in correspondence of
formation) in the following we limit our discussion to thesga the maximumimnax Of the weighting function of the Rosseland
described by Eq. (35). mean (see Eq. 28).

In most cases the bond strength of CO mostly determines The sharp changes in the chemistry and monochromatic co-
the chemical equilibria: as long as < s&™, the excess of oxy- €fficientx(v) as a function of ¢ impact as much strongly on
gen atomsgo — ¢, is available for the formation of O-bearingthe integrated RM opacity, which is evident in Figs. 13 — 16.
molecules — such as SiO,8, TiO, VO, YO, etc. —, while as  For the same two © values considered above, Fig. 13
soon assc > 8(c:ﬂt2, i.e. O > 1, the situation is reversed andshows the contributions of fierent opacity sources to the RM
the excess of of carbon atoms; — so, takes part in C-bearing 0pacity as a function of the temperature (and assumingjog(
molecules such as CN, HCN,QC,H, , SiC, etc. This also ex- =8, =3, 1). An instructive comparison with the results for a
plains why, unlike the others, the abundances of the magscugcaled-solar chemistry can be done with the help of Fig. thén
involving the carbon monoxide, like CO itself and HCO, show gase With ¢O = 0.97 (upper panels of Fig. 13) Rayleigh scat-
flat behaviour with the [ ratio. tering from hydrogen and Thomson scattering from free elec-

‘The situation is somewhatfiérent in the transition interval, 'ons dominate for log}) = —8, becoming comparable with the

Sgn,l S sc S €2, where the molecular pattern is controllednolecular sources for Iog) = —-3. Moreover, we notice that

also by SiO, in addition to CO. The C, O, and Si atoms a this GO value, representing the transition betweefliedéent

now almost completely absorbed in the CO and SiO monoxidS§EMistry regimes, the opacity pattern is quite heterogesias

which are the most abundant molecules, as shown in Fig. 11jf1cludes the contributions from both O-bearing and Crlren

other words, the excess of oxygen atoms over carbon is tdamggolecules. For instance, we see thatCHs important at lower

in the molecular bond with silicon, which accounts for thetfir temp_ebratures, CN|Sh°WS up at larger templeratures, while CO
abundance drop of the other O-bearing moleculeg@tc0.93.  ontributes over a larger temperature interval.

It is clear from Eq. (35) that the value of (@)1 de- In the case with @ = 1.3 (bottom panels of Fig. 13) the

pends on the assumed oxygen and silicon abundances. In pgiﬁ-St noticeable features affidirent densities are the following.

ciple any change in the ratio &) would correspond to a filer- 0g(R) = -8 and logl) = 3.3 the largest contribution come

ent (QO)qir1. As a reference case, it is instructive to compalféom Cs (and CN, ), while at larger temperatures the elec-

the results for dferent choices of the solar abundances. Thé n scaéterlng ]Eiomlnhateg. At. logY :h_3 the hlgh. and broad_d
are listed in Table 3. Passing from the AG89 to the most r acity bump of CN that dominates the RM opacity over a wide

S ture interval,.30 < log(T) < 3.55, while the GH; con-
cent GASO7 compilation, the /Ot 1 decreases from: 0.96 emperat . oy
to ~ 0.93, implying that the transition from the O- to the C_tnbutlon is prominent for log() < 3.30. In addition, other C-

dominated chemistry takes place over a wider range of Cbearipg molecules & Gs, HC.:N’ C.:O) provide non-negligible
(atio. L.~ 0.03 - 1 for GASO7 in place of. 0.96 - 1.00 for, Ccontributions to the RM opacity. Finally, at Idg(= L the poly-

AG89. As we will see later in this section, the knowledge af th %o(n;gcgqglicwﬁigtzhg Lthgozaﬁ;%'i%w gg?gr'r?lejéor:grﬁiaoén t at
critical ratio is of crucial importance since it defines theset of gil) = o4, yarog P

the transition between two chemical regimes, with Consequglghertemperatures.

: : o The complex behaviour of the RM opacities as a function
dramatic dfects on the corresponding RM opacities of the ga S i . ; ;
(see for instance Figs. 15 and 16). ot the QO ratio is exemplified with the aid of Fig. 14 for

3.2 £ log(T) < 3.6, the temperature range in which molecules
become the mostfcient radiation absorbers. It turns out that
4.2.2. Opacity sources at increasing C/O ratio while the QO ratio increases from.0 to 0.9 the opacity bump
peaking at (log() ~ 3.3 for log(R) = 3) — mostly due to HO
The extreme sensitiveness of the molecular chemistry — forpecomes more and more depressed because of the smaller
log(T) < 3.5 - 3.6 depending on the density — to th¢(Cpa- availability of O atoms. Then, passing from@= 0.9 down
rameter has striking consequences on the low-temperaége @ C/O = 0.95 the HO feature actually disappears aggdras-
opacities, as shown in Fig. 12, relative to [8Yy(¢ 3.3 and three tically drops by more than two orders of magnitude. In fatt, a
values of theR parameter. This figure can be interestingly comthis GO value the chemistry enters the transition region already
pared with the bottom panels of Fig. 4, describing the case discussed (see Fig. 11), so that most of both O and C atoms are
an oxygen-rich scaled-solar chemistry. For instance, wels& trapped in the CO molecule at the expense of the other molecu-
atlog(T) = 3.3 and logR) = -3 (bottom-mid panel of Fig. 12) lar species, belonging to both the O- and C-bearing groups. A
the total monochromatic céiecient«(v) for C/O = 1.3 is mostly C/O = 1 the RM opacity increases at the lowest temperatures,
determined by the absorption bands of molecules such as HEN(T) < 3.3, while a sudden upturn is expected as soon/&s C
and CN, while in a gas with the same thermodynamic conditioglghtly exceeds unity, as displayed by the curve ffD& 1.05
and solar @O ~ 0.5, the dominating species arg®l, TiO, and in Fig. 14. This fact reflects the drastic change in the molecu
VO (see bottom-mid panel of Fig. 4). lar equilibria from the O- to the C-dominated regime. Then, a
At the same temperature and density, and fdl® € 0.97 increasing @O (11, 12, 15, and 20) the opacity curves move
(upper-mid panel of Fig. 12) the total déieient«(v) is, on aver- upward following a more gradual trend, which is related wifite
age, lower than in the other two cases, being modilycéed by strengthening of the C-bearing molecular absorption bands
the absorption bands of CO, while the gaps in between are pop- An enlightening picture of the dependence of the RM opacity
ulated by the weaker molecular bands oiCH SiO, ZrO, TiO, on the QO ratio is provided by Fig. 15, which displays the map
etc. At lower densities (logf) = —8; upper-left panel of Fig. 12) of log(kr) at varying temperature and/@, for fixed logR) =
Rayleigh scattering from neutral H and Thomson scatterimignf —3. In this diagram the drop in opacity marking the transition
free electrons fill the spectral intervals between the Cyahs region between the O-rich and C-dominated opacity is neatly
tion bands, while at higher densities (I®)(= 1; upper-right visible as a narrow vertical strip of width®b < C/O < 1.00
panel of Fig. 12) the total monochromatic @eent is com- (assuming GS98 as reference solar mixture) for tempemture
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Fig. 12. The same as in Fig. 4, but for gas mixtures witfo€0.97 (upper panels) and/0=1.30 (bottom panels) and Iog} = 3.3. Note that in
the spectral range relevant for the RM opacity, the total ebnomatic cofficient is dfected by heterogeneous sources (e.g. TiO, ZrO, GO, H
CN, Thomson e scattering) for @0=0.97, while absorption by C-bearing molecules dominate f£1.30.

3.2 < log(T) s 3.35. This QO range exactly coincides with ferences in opacity at increasing@ progressively reduce and
the transition interval, (®)qit1 S C/O < (C/O)qrit2, between practically vanish for log() > 3.7, when the opacity is con-
the O- and C-dominated chemistry. As already mentioned, ttrelled by the hydrogen bound-free and free-free transgio

lower limit C/Ocit,1 is particularly sensitive to the abundance of et us now briefly comment the sensitiveness of the results
silicon relative to oxygen. In respect to this, Fig. 16 sh@ams to the reference solar mixture. To this aim Fig. 17 illustgat
enlargement of the opacity map over a narrow interval arouite trend of RM opacity as a function of the temperature in a
C/O = 1, for two choices of the reference solar compositioarbon-rich gas (© = 1.3) with the samé&,e = 0.02, but dif-

i.e. AG89 and GASOY7. It is evident that the opacity difeats ferent choices of the solar composition. Théfetiences show

a larger QO range in the case of GASO07 as it corresponds g for log(T) < 3.65 and in most cases are modest, thus con-
a higher ratio, (30), = 7.079107?, compared to AG89 with firming the key role of the @ ratio in determining the basic
(Si/0), = 4.168 10°%. Once chosen the reference solar mixturdeatures of the molecular opacities. Another point which de
one should take this feature into account when computing Rddrves some attention is the behaviour of the RM opacity in
opacity tables at varying/O ratio, in order to have a good sam-+the 355 < log(T) < 3.65 interval, which is fiected mainly by
pling of the critical region, and avoid inaccurate integt@ns the CN molecular bands and the negative hydrogen ionAd
between grid points belonging toftérent regimes. detailed discussion of this point has been already devdlape

Going back to Fig. 15 we also notice that in thet 3< Sect. 4.1.

log(T) < 3.6 the RM opacity increases with/@. This fact is

due to the increasing contribution from the CN molecule,alihi 4.2 3. Practical hints on interpolation

is one of the relevant opacity sources in this temperatuesval

(see bottom-middle panel of Fig. 5 foy@= 0.54, and Fig. 13 At given metallicityZ and partitions of the metal speci¥g/Z,

for C/O = 0.95 and @O = 1.3). It is worth remarking that the interpolation between pre-computed opacity tables is liysua
effect on the H opacity due to the increased carbon abundanperformed as a function of the state variables (€.gndR) and

is quite modest and onlyfizcts the opacity for log{) > 3.6, the hydrogen abundange

when ionised carbon is expected to provide some fractioh@ft = When dealing with chemical mixtures with changing ele-
available free electrons (see Fig. 22). A more exhaustimside mental abundances, as in the case of the atmospheres of BP-AG
eration of this point is given in Sect. 4.3, when discussimg t stars, one has to introduce additional independent paexs)ét
case ofa-enhanced mixtures. For larger temperatures the dfffinciple as many as the varying chemical species.
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Fig. 13. The same as in Fig. 5 but for gas mixtures witftD€0.97 (upper panels) and/O = 1.3 (bottom panels), and zoomed into the molecule-
dominated temperature region. Note the various opacitydsunfithe C-bearing molecules in th¢g@=1.30 case, while comparable contributions
from both O-rich and C-rich molecules are present in t}i©£D.97 case.

Let us consider here the most interesting application,ithat ~ Finally it should be remarked that, when dealing with C-
the case of TP-AGB stars which experience significant chengech mixtures, adopting botlic and fc,o (rather than eithefc
in the surface abundances of CNO elements, hence in M@e @r fc,0) as independent parameters allows more robust results,
ratio. Suppose, for simplicity, to have a chemical mixtuighw since the interpolation is piloted by both the actual carliowmn-
C/O> 1. Correct interpolation requires that not only the cadance (mainly fiecting the strength of the opacity curves) and
bon abundancé&c is adopted as independent parameter, btite actual @O ratio (mainly influencing the morphology of the
also the @O ratio given its crucial rdle in the molecular chem-opacity curves; see Fig. 14).
istry and opacity (see Figs. 11 and 14). In addition, one khou
pay attention to the drastic changeskigin the proximity of ) _
C/O= 1. The narrow opacity dip, delimited by the boundarie&-2-4- Comparison with other authors

C/Ocit1 = 1 - esi/eo and QOcrir2 = 1 (see Figs. 15-16), Sh_OU|dFinaIIy, we close our discussion on the RM opacities for @i
be sampled with atleast 1 or 2 opacity tables, to avoid sabata iyt res by comparing our results with the data calculatgd b

mistakes in the interpolated values. Lederer & Aringer (2009). Figure 18 shows an example for a gas

A useful example of an interpolation scheme suitable ta tré@ixture characterised b¥er = 0.02,X = 0.7, and GO = 1.49.
the complex chemical evolution predicted at the surfaceff TIn general, the agreement between the two calculationsais re
AGB stars undergoing both the third dredge-up and hot-bottcSonably good, but worse than that for scaled-solar mixt(ses
burning can be found in Ventura & Marigo (2009), where thEig. 7, panel b). The largestfterences show up at the lower tem-
grid of pre-computed opacity tables covers wide ranges b C- Peratures, where the RM opacity is dominated by the GMC
O abundances (and/@ ratio). Following the formalism intro- C2, HCN, Gz molecular bands. This migth appear a bit odd since
duced in Sect. 3, the adopted independent parameters ¢sesRPth sets of calculations adopt basically the same moledata
T, RandX) are the variation factork, fc,0, andfy (defined by (see Table 2).
Eq. 31), which are assigned values both (i.e. enhancement)  In the range 2 < log(T) < 3.4, compared to Lederer &
and< 1 (i.e. depletion) to account for the composifieet on the  Aringer (2009), A£SOPUS predicts larger RM opacities (up to
surface composition produced by the third dredge-up and h6t1/0.2 dex) across a strip with7 < log(R) < 3, and lower
bottom burning. In fact, the /O ratio may initially increase due values (up to= 0.3 dex) for logR) > -3.
to the the third dredge-up and then decrease when hot-bottomOne likely motivation of the former ¢lierence is that the
burning consumes carbon in favour of nitrogen. scaling introduced by LAQ9 to the originaf values in the
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Fig. 14.Rosseland mean opacity as a function of temperature, asgumi 3.2 -6
log(R) = —3, and at increasing /O, from Q1 up to 20. The reference 0.9 0.95 1 1.05 1.1

composition is defined byZ{; = 0.02, X = 0.7) gnd assuming the c/o

metal abundances scaled-solar to the GAS07 mixture. Thedange

of carbon is made vary (hence the actél while keeping unchanged rig 16. The same as in Fig. 15, but zoomed into a narrower interval

that of oxygen. around @O = 1. The reference solar compositions are AG89 (top panel)
and GASO7 (bottom panel).

3.6 -15
3.55 25 ences among the partition function gmaddissociation energy
3.5 3' of this molecule, adopted in the EOS calculations by LA09 and
345 i AESOPUS.
E -3.5
S 34
o -4
3.35 45  4.3. a-enhanced mixtures
3.3 -5 We will analyse a few important aspects related to RM opegiti
3.25 55 of e-enhanced mixtures, i.e. characterised by havan/@g] > 0,
3.2 -6 according to the notation (in dex):

02 04 06 08 1 12 1.4 16 1.8 2 X,

cio [a/Fe] = |og(xﬁ)— Iog(x @) (36)
Fig. 15. Rosseland mean opacity as a function of the temperature and Fe Feo
increasing (0. adopting the GAS07 solar mixture, and assunzlgg=  where X, o and Xreo are the total mass fractions of the
0.02,X = 0.7, and logR) = —3. The abundance of carbon is made varglements and Fe-group elements, respectively. In thevioip
accordingly to the current/O ratio (so that the actual metallicity varies\ye allocate O, Ne, Mg, Si, S, Ca, and Ti in thegroup, while
as well), while that of oxygen is kept fixed at its scaled-suidue. V, Cr, Mn, Fe, Co, Ni, Cu, and Zn are assigned to the Fe-group.
It should be noticed that, since Fe is by far the most abundant
element of its group, the ratiarfFe] calculated with Eq. (36)

incides with the ratio computed using the abundancesrim nu
er fraction:

C; line list (Querci et al. 1974) is not included in our calcula
tions. As discussed by LAQO9 (see their figure 10) not applyi
this correction to the line strengths of Causes an increase of
log(kr) up to=~ 0.1 dex, which is just what we get in terms of £a Ea0
log(x5*%) — log(k==°P"y in that particular region of the dia- [a/Fe]= |09(8—) - |09(8 ) (37)
gram. On the other hand, more recently Aringer et al. (2009) Fe Feo
have shown that omitting this scaling modification to thegisri For simplicity in our discussion we take aslected elemenddl
nal G line list improves the comparison between synthetic andelements which are given the samg/ffe] > 0. However, it
observed colours of carbon stars (see their figure 15). should be remarked that any other prescription, conceimitly
The latter discrepancy between LA09 and ESOPUS at largke selected elements and the correspondihdre] (i.e. positive
densities has not a clear reason at present. We note thasin tr negative), can be set by the user via the ASOPUS integactiv
region of the log() — log(R) diagram, the dominant contribu-web page.
tion to the RM opacity is provided by £, (see bottom pan- First of all, we call attention to the fact that a given valde o
els of Fig. 12). We are currently investigating possibl&edi the ratio p/Fe] is not sifficient to specify the chemical mixture
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Fig. 17. Rosseland mean opacity as a function of the temperature irfFg. 19. Relation between the total metalliciy/= f; Z.¢, the GO ratio
gas withZs = 0.02, X = 0.7, and logR = —-3. The adopted chem- and the degree af-enhancementadf/Fe], for the three chemicahix-
ical composition is characterised by@= 1.3, for various compila- tures A B, andC defined in Sect. 4.3, and adoptidg; = 0.02. The
tions of the reference solar mixture, namely: GN93, GS98],H®3, reference solar mixture is GS98.

GASO07,and C09. In each case the actual metalli€ity Z..s because of

the i in C abund . .
€ increase in & abundance — Mixture B: Z = Z; hencefz = 1; f; > 0 for a-elementsén-

hanced groujs fi < 0 for the Fe-group elementddépressed
group); fi = 0 for any other elemenfiked group.

— Mixture C. Z > Zf hencefz > 1; fi > O for a-elements
(enhanced group fi < O for any other elementdgpressed
group). In this case théixed group(with f; = 0) is empty, as
for mixture A

For each of the three mixtures considered here, Table 4 lists
the variation factorsf; andg;, of the most relevant elements, i.e.
C, N, O, Fe-group elements, and the metallicity paraméter,
andgz, as a function of a few selected/Fe] values. The gen-
eral analytical derivation of the abundance variationdests a
function of the selected{ /Fe] for the three kinds of mixtures is
32 33 34 35 36 37 38 39 4 detailed in Appendix C. Figure 19 displays the expecteddsen

log(T) of C/O andf; at increasingd/Fe] assumin@,es = 0.02 and the

Fig. 18. Comparison between our RM opacities and the data frofdS98 SOlar_ composition. . -
Lederer & Aringer (2009), in terms of logl®®) — log(<ESOPU3. Afew For a given §/Fe] value, the three mixtures have distinc-
Contour lines are plotted with the corresponding valuesdér). The tive abundance features when compared to the reference com-

chemical mixture is defined ¥ = 0.02, X = 0.7, and GO ~ 1.49. position, i.e. withZ = Zs and scaled-solar partitions of metals.
The reference solar composition is L0O3. In particular, for their relevance to the resulting RM opscit
is worth considering the changes in the CNO abundances, and
mostly in the QO ratio.
unambiguously. The same degreexoénhancement may corre-
spond to quite dferent situations, as exemplified in the follow- — Mixture Ais depleted both in the iron-group elements as well
ing. as in carbon and nitrogen. For instance, @tHe] = 0.4,
Adopting the formalism introduced in Sect. 3 and introduc- the abundances of the Fe-group elements are almost halved
ing the quantityf; = Z/Zet (92 = &z/€z,), We define three and the same applies to C and N, Whlle Ois augmgnteq by
differente-enhanced compositions that, in our opinion, may de- ~ 23%. As a consequence th¢QCratio decreases signifi-
scribe possibly frequent applications. They are chariseéras cantly, passing from ({©), ~ 0.49 down to (GO), ~ 0.19.
follows (considering the metal abundances expressed irs mas |n general, the ratio © lowers considerably at increasing

log(R)

fractions): [a/Fe]. _ _ _
— Mixture Bis depleted in the iron-group elements, while C
— Mixture A Z = Zf hencefz = 1; fi > O for a-elements and N are left unchanged. Ak[Fe] = 0.4, the abundances

(enhanced group fi < O for any other elementdépressed of the Fe-group elements are depressed 3%, while O is
group). In this case théixed group(with f; = 0) is empty. increased by only 6%. In this case the/O ratio is just little
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[a/Fe] Mixture fC gC fN gN fO gO fFLLgroup gF&group fZ gZ
0.2 A 0.714 0.721 0.714 0.721 1.131 1.143 0.714 0.721 1.000 0.990
B 1.000 0.982 1.000 0.982 1.041 1.022 0.657 0.645 1.000 1.018
C 0.714 0.721 0.714 0.721 1.131 1.143 0.714 0.721 1.392 1.387
0.4 A 0.491 0500 0.491 0.500 1.233 1.256 0.491 0.500 1.000 0.982
B 1.000 0.970 1.000 0.970 1.060 1.037 0.426 0.413 1.000 1.031
C 0.491 0500 0.491 0.500 1.233 1.256 0.491 0.500 2.004 2.000
0.6 A 0.329 0.336 0.329 0.336 1.308 1.339 0.329 0.336 1.000 0.977
B 1.000 0.962 1.000 0.962 1.087 1.046 0.273 0.263 1.000 1.039
C 0.329 0.336 0.329 0.336 1.308 1.339 0.329 0.336 2950 2972
0.8 A 0.215 0.222 0.215 0.222 1.360 1.398 0.215 0.222 1.000 0.973
B 1.000 0.957 1.000 0.967 1.099 1.052 0.174 0.167 1.000 1.045
C 0.215 0.222 0.215 0.222 1.360 1.398 0.215 0.222 4.392 4513

Table 4. Main characteristics of the-enhanced mixtures described in text. The variation factdtC, N, O, and Fe-group elements, defined by
Egs. (33) for abundances either in mass fraction or in massién, are indicated together with the quantities= Z/Zs andg; = £2/&z,,. The
reference solar composition is GS98.
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Fig. 20.Rosseland mean opacity as a function of temperature anchaggslogR = —3, for a gas withZ,s = 0.02, X = 0.7) and various choices of
the ratio [r/Fe], as indicated. The reference solar mixture is GS98. IReme shown for three choices of the chemical compositiorresponding
to mixtures A B, C described in the text.
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Fig. 21.The same as in Fig. 20, but f@rs = 0.0001.
affected, changing from (©), ~ 0.49 to (GO), ~ 0.46. In icantly at increasingd/Fe], while the total metallicity in-
general, the ratio fO slightly decreases at increasing Fe]. creases. For instance, at/Fe] = 0.4 mixture Ccorresponds
— Mixture Chas the same characteristicawikture Ain terms to a metallicityZ ~ 2 Z (see Table 4 and Fig. 19).
of metal partitions, i.e.X/Zef)a = (Xi/Z)c, but with a dif-
ferent metallicity. It follows that theC case shares witi The aforementioned fierences in the chemistry among the

the same elemental ratios, so that th®©Geclines signif- mixtures A, B, andC affect the resulting RM opacities, as dis-
played by Fig. 20 foZ; = 0.02 and Fig. 21 foZ = 0.0001,
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both assumingX = 0.7 and logR) = —3. Let us first discuss
the results of theA and B cases withZ,s = 0.02. With re-
spect tomixture A (left panel of Fig. 20), we see that at in-
creasinga-enhancement, the opacity variations show up with - o7 e — H
opposite trends in two temperature intervals, namely: &rin B g
mediate temperatures,53® < log(T) < 3.65, and at lower tem-
peratures, 2 < log(T) < 3.4. Specifically, the opacity knee

at log(T) =~ 3.55 slightly smooths, while the opacity bump at «
log(T) ~ 3.3 becomes more prominent with increasingfe]. i 0.1

As already discussed in Sect. 4.1, in th® 3 log(T) < 3.6 g’&
interval the most ective opacity source is the negative hydro-|,
gen ion (see lower middle panel of Fig. 5), which positively~
correlates with the electron density,. Figure 22 shows that
in this temperature range the principal electron donorsedre
ements with relatively low-ionisation potentials, maifflg, Si, 001
Fe, Al, Ca, and Na, which involve both tlemhanced groupnd
the depressed grougror this reason, it turns out that in the
enhancednixture of type A the decreased number of electrons
contributed by Fe (together with C, Na, Al, Cr, Ni) is practiy ,
counter-balanced by the increased number of electronsvedno 3.4 3.5 3.6 3.7
from the a-atoms such as Mg, Si, and S. The nfeet is just

; suct . log(T)

a very little reduction in the electron density. In the casene-
plified in Fig. 22 even a large-enhancement]/Fe] = 0.6 cor-  Fig. 22. Contributions of free electrong = ng;/ne, Nnormalised to the
responds to a reduction of by just~ 6% at log{T) = 3.55. total electron density, provided by diferent ions as a function of
In turn, this small variation ime produces a minor reduction of temperature, in two gas mixtures Wit (= Z.t = 0.02, X = 0.7,
the H- opacity. From a careful inspections of the results we fif@d(R) = -3) and diferent partitions of ther-elements, namely:
that the depression of the opacity knee at T)g¢ 3.55 should [¢/Fe] = 0.0 (scaled-solar abundances; solid lines), andFg] = +0.6
be rather ascribed to the weakening of the CN molecular gg-e€nhancedmixture of type A; dashed lines). The arrows indicate
sorption bands, which reflects the depression of both caabdn e increasinglecreasing trends when passing fromife] = 0.0 to

: L a/Fe] = +0.6. The highest curve (in red) displays the ratig, /neo,
nitrogen abundances mixture A In fact, at these temperature .e. the electron density of the-enhanced composition relative to the

and logR = -3) the CN contribution to the RM opacity is NOtgcajed-solar case. The reference solar mixture is GS98.
negligible (see lower middle panel of Fig. 5).

With respect tanixture B we note that in the same temper-
ature range, i.e..80 < log(T) < 3.65, the variations of the RM
opacity at increasingo]/Fe] are smaller than famixture A al-
most negligible. In fact, irmixture Bthe carbon and nitrogen ) N ) )
abundances are left unchanged so that the opacity corgributhodynamic conditions required to formy8 efficiently (see top
from CN is not expected to vary as well. Furthermore, the sarR@nels of Fig. 5), thus becoming narrower at decreaRing

—_
H‘
H‘

|

arguments on the electron density, discussednfiature A hold The case ofnixture Cdeserves dierent remarks. At increas-
also in this case, and the"tbpacity contribution is predicted to ing [«/Fe] the RM opacity is predicted to be larger all over the
change just slightly. temperature range.3 < log(T) < 3.75, and the variations are

Let us now consider the temperature interv@ 3 log(T) < always larger than for the other two mixtures. This fact can b
3.4, which is characterised by the opacity bump due to tixplained simply as a metallicityffect, since the global metal
molecular absorption bands o8, TiO, and ZrO. We see from content increases with the [Fe] as indicated by thé; param-
Figure 19 (bottom panel) that the opacity peak grows at ieter (see Fig. 19). Thereformixture Cshares withmixture A
creasing §/Fe], reflecting the decrease of thgQlratio. In fact, the same partition of metals (i.e. the same variation factor
the concomitant enhancement of oxygen and the depressiorseg Table 4), but their abundances are all higher, incluttioge
carbon favour the chemistry of the O-bearing moleculess thelonging to thedepressed grouprhe net &ect is systematic
strengthening the opacity contributions 0§® TiO, and ZrO increase of the RM opacity withw]Fe].

at those temperature. The reader should refer to Sect. 42 fo Finally, a cautionary comment s worth being made. It should
broad analysis of the dependence of the low-temperature-opge noticed that the while the-elements are the same for the
ity on the QO ratio. For the same reasons, in the casendf  {hree mixtures here considered, thefetiences deal with i)
ture Bthe opacity bump is practically insensitive to changes ijyhich elements are assigned to thepressed groupnd to the
[a/Fe], since the decrease of@ratio is just marginal, as shownfixed group and ii) the total metallicity. The results discussed
in Fig. 19. above show clearly that this an important point which impact

Figure 23 shows the flerences in terms ok log(xg) ex- on the resulting RM opacities. Therefore, when using RM epac
pected when the chemical composition of the gas is enhancedty tables one should be always aware of how the underly-
a-elements, according toixture A The same comments alreadying a-enhanced mixture has been constructed, singadrise-
spent for Fig. 20 (left panel) hold here. Atincreasingife] neg- sults may be importantlyfiected. This aspect has been recently
ative deviations mostly take place in the region dominatgd ldiscussed by Dotter et al. (2007). To our knowledge avaglabl
the absorption of H, while positive variations show up at lowerRM opacity tables adopt-enhanced mixtures similar to oér
temperatures, over a well-defined region in the T9gf log(R) scheme (e.g. Ferguson et al. 2005 and related website of the
diagram, the boundaries of which are determined by the th&¥ichita State University group).
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32 34 36 38 4 42 44 solar mixture is GS98. Results are shown for three chemicetunes,

’ ' ' ' ' ' namely: i) scaled-solar abundances of metals; enhancetaboes of

log(T) a-elements with¢/Fe] = +0.4 (according tanixture A see Sect. 4.3);

peculiar chemical pattern characterised by additional-O-Nla-Mg-Al

abundance variations superimposed todhenhanced mixture. See the

text for details.
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Fig. 23. Differences in RM opacities betweenenhanced mixtures,
with [a/Fe] = +0.4 (top panel) anddq/Fe] = +0.8 (bottom panel), and
a scaled-solar composition according to GS98. &henhanced mix-
tures are constructed according to thecheme. In all case we assume

Zet = 0.02, X = 0.7). Contour lines, with an incremental step 0d®
((jer;f are over-plottegl to guide the comparison. P log(fn) = +1.8; log(fo) = ~0.8; log(fva) = +0.8; log(fmg) =
—-0.4; and logfa) = +1.0. By doing so the total metallicity al-

most doublesZ = 1.97 10°°, while the ratio [F¢H] ~ -1.5
remains the same as in the genuinenhanced mixture.
The increase in metallicity is mainly due to the augmented
N abundance, while those of C and O both drop considerably.
Another relevant case is suggested by the peculiar chemit&le resulting @O ratio is now= 0.31, and the totad(c) + &(o) is
patterns observed in stars of Galactic globular cluste@(; decreased by 83%. This fact explains that, despite of the over-
being characterised by striking abundance anti-cormiatbe- all increase inz, the opacity curve of the peculiar mixture lies
tween C-N and O-Na, and Mg-Al, which are in turn superimsystematically lower than the others in the temperaturéoreg
posed on a typical-enhanced mixture (e.g. Gratton et al. 2001Jominated by the kD bump.
Stellar evolution models including low-temperature RM cpa  In the temperature interval8 < log(T) < 3.6 the difer-
ties suitable for these particular compositions have beeently ences in RM opacity among the three curves in Fig. 24 are quite
calculated (Salaris et al. 2006; Pietrinferni et al. 2009). small and should be mainly ascribed tdfdiences in the abun-
Figure 24 shows an example of RM opacities computed wiginces of e]ectron donors, which in turfiezt the strength of
/ESOPUS for a gas mixture which would represent the pattdhe H™ opacity.
of extreme C-N-O-Na-Mg-Al anti-correlations, as measuired
GGC stars (Carretta etal. 2(_)05). The adopted abundanq_mechgﬂ Metal-free mixtures
is the following. We start with our reference scaled-solax-m
ture, characterised b¥er = 0.001, X = 0.7 and GS98 so- The last important application we discuss here deals with RM
lar composition. Then we construct a second compositioh wibpacities suitable for zero-metallicity gas with a primiatd
[e/Fe] = +0.4 following the prescriptions fomixture A(see composition. Following the standard Big Bang nucleosynthe
Sect. 4.3). The © decreases from (0), ~ 0.49 to~ 0.19, sis (SBBN), the most abundant elements to be synthesised firs
while the total metallicity is preserved. This fact expkithe were H, He, with small quantities of D and Li, and tiny (and
growth of the opacity peak due to,B at log{T) < 3.4 in the negligible) traces of Be and B. In this work we assume a pri-
a-enhanced mixture. The reader should go back to Sect. 4.3 fieordial mixture made up ok = 0.7521,&i/ep = 4.15x 10710
an extensive discussion on thdéfdrences between the two RM(ratio of abundances by number), aWd= 1 — X-Li (hence
opacity curves. Z = 0), these values being predicted by the SSBN in accordance
Finally we perturb the second mixture and add the C-N-Qvith the baryon-to-photon ratio as derived by the Wilkinson
Na-Mg-Al anti-correlation pattern assuming the followiaigun- Microwave Anisotropy Probe (WMAP; Coc et al. 2004). The
dance variations in dex (see Salaris et al. 2006):figgé —0.6; abundances of B ad Be are reasonably neglected, sid¢ey

4.4. Other peculiar mixtures: C-N-O-Na-Mg-Al abundance
anti-correlations
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Fig. 25. Concentrations of a few atomic and molecular species asdaifumnof the temperature in a gas with primordial compositiadopting
Zet = 0, X = 0.7521, and a lithium abundance &f /ey = 4.15x 1072, and assuming lo§) = —3. The fraction of free electrons, is depicted
by a dashed black line.
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Fig. 26. The same as in Fig. 5 but for a primordial composition vt = 0 andX = 0.7521 and assuming three of tRgarameter, as indicated.
Note the prominent bump of the CIA sources, mainly due 3eH collisions, at lower temperatures in the case for Rgé 1.
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Fig. 27. DifferenceA log(kg) = log(kr) — Iog(KLfff) between the full RM opacity of our assumed primordial cosipon and theeducedopacity
obtained either leaving out the chemistry of feft panel), or assuming a Li-free mixture (right panel)feéw contour lines, labelled with the

corresponding values (in dex), are superimposed to guigleyh.

andsg/ey < 1071 according to models of primordial nucle-contributions of the most important opacity sources to ttalt
osynthesis (Thomas et al. 1993, 1994). RM opacity. It is worth noticing the following points.

Figure 25 shows the predicted chemistry of a primordial gas At lower densities (e.g. left panels with Idg) = -8) the
as a function of the temperature and three selected valubg ofabundance of the negative hydrogen ion gtows very little,
R parameter, and correspondingly Fig. 26 illustrates thatired the H, molecule does not formfgciently even at the lowest tem-
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Fig. 28. The same as in Fig. 4 but for a primordial composition Wil = 0 andX = 0.7521, and assuming log) = —8 and logT) = 3.3. The
arrows bracket the spectral range across which the weglfinction of the RM decays by a factof100. The left panel shows the results for a
lithium-free mixture, whereas the right panel illustraties case for a primordial lithium abundance, as predictetheysBBN in accordance with

WMAP (Coc et al. 2004).
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Fig. 29. Comparison in terms of log{®) — log(x=5°"Y9 between our opacity results and the tabulated values byisH&004) for a metal-free
mixture with Z = 0, X = 0.7). A few contour lines, labelled with the correspondingues (in dex), are superimposed to help the comparison.
Note how much the dierences become significant at lower temperatures when asgum/sy = 4.15x 10720 in our calculations (left panel),
while they drastically reduce adoptinag /ey = O (right panel).

peratures, and the concentration of I8 negligible (reaching a Finally, at the highest densities (i.e. right panel of Fi§) 2
maximum value logf/ny;) ~ —20.8 at log{T) ~ 3.35). The to- we notice that the RM opacity in the low-temperature region
tal RM opacity is completely dominated by scattering preess 3.2 < log(T) < 3.5 is determined by collision-induced absorp-
namely Thomson scattering from free electrons at higher tetions (mainly CIA due to K-H; collisions); the H opacity bump
peratures, and scattering from hydrogen atoms at loweréempis prominentin the range3 < log(T) < 4.0; and continuous and
atures. discrete processes due to H are dominant at higher tempesatu

At increasing densities (e.g. going from I&)(= -3 to It should be remarked that Thomson scattering as well as ab-
log(R) = 1) the abundances of most relevant species likeH,  sorption by negative ions (i.e. tiH;, He") crucially depend on
H3 grow higher and higher. Atintermediate densities (i.e.dted the amount of available free electrons. By looking at theveur
panel of Fig. 26) we may distinguish thredtdrent temperature of the electron concentration (dashed line) in Fig. 25 we see
ranges, namely:.2 < log(T) £ 3.6 dominated by scattering that, among the positive ions, three are the main electrooigo
from H atoms, 3 < log(T) < 3.85 characterised by the contri-in a primordial gas, i.e. H Li*, and H;. lonisation of hydro-
bution of H™, and 385 < log(T) < 4.5 controlled by the contin- gen atoms accounts fog, at the higher temperatures down to
uous absorption of H (bound-free and free-free transijidaee log(T) ~ 3.6—-3.3 depending on the density, ionised lithium prac-
electrons are provided by*Hand Li* as in the previous case. tically provides all free electrons at lower temperatusghile
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Fig. 30. The same as in Fig. 29, but in terms of legff) — log(k=°"YJ between our opacity results and the tabulated values lyuSen et al.
(2005) for a metal-free mixture wittZ(= 0, X = 0.7).

H3 contributes free electrons only over an intermediate tempe
ature range depending on the gas density.

Let us first consider the case of,HThe importance of this
ion for the electron budget of a primordial gas has been ex-
tensively discussed by Lenzuni et al. (1991) and Harris et al
(2004, hereafter also H04). In this latter paper the authaxe &
pointed out that the inclusion of i with the most recent par- 2
tition function of Neale & Tennyson (1995), may increase the
RM opacity mostly via an indirectfiect on the chemistry, i.e.
by favouring larger concentrations of Hand, to a less extent,
via the direct absorption by H The authors have also analysed
possible &ects on the evolution of very low-mass stars of zero- 38 4
metallicity. In ASOPUS we have included thg ehemistry, its '
free-free opacity, while neglecting thejHne opacity. However, log(T)
as shown by HO4, this latter provides a small contributi@(f Fig.31. The same as in Fig. 29 in terms of la}ff) — log(xZS°PY9
%) to the RM opacity in most cases, with a peak of 15% at ceyetween our opacity results and the tabulated values by Metyal.
tain temperatures and densities. Figure 27 (left paneplals (2005) for a metal-free mixture witd = 0, X = 0.7521, ande,; /ey =
the region in the logt) — log(R) plane which is ected by the 4.15x 107"

H3 via its inclusiorfomission in the gas chemistry. Theffer-

ences in log{r) are always negative along a diagonal strip in the

log(T) - log(R) diagram, meaning that the neglecting Would Ferguson et al. (2005). In general the agreement is relative
lead to underestimate the gas opacity because we omit its-coryood, mostly comprised withi0.2 dex, except for the large dif-
bution tone (hence weakening thetbpacity and the Thomson ferences (up te-1.2 — 1.4 dex) that arise in the comparison with
electron scattering), as well as its contribution as a theoeber H04 and FO5 at lower temperatures and densities. Thesegiscr
(the free-free continuum in our computations). ancies should be likely ascribed to their neglecting of Lthe

The case of Li is perhaps more interesting since the pghemical mixture, since they drastically reduce when wet i
mordial abundance of this element is predicted by the SBBibm the equation of state. We are not able to find clear reason
and accurately constrained by WMAP. An extensive analysis the remaining deviations for l0§j < 3.5, temperatures at
on the importance of Li for the opacity of the primordial gasvhich Rayleigh scattering from H and,HThomson scattering
has been carried out by Mayer & Duschl (2005), to whom théom electrons, and CIA are the dominant opacity contribsito
reader should refer for a detailed discussion. Our comjmutsit at varying density. In general,ftiérences in the thermodynamic
essentially agree with the findings of Mayer & Duschl (2005}ata and input physics adopted to describe the processes lis
From the inspection of the right panel of Fig. 27 one can sa€ thn Table 1 might provide a reasonable explanation.
even a low concentration of Li notably impacts on the resglti

RM opacity, the ffect being more pronounced at lower temper-

atures and lower densities. For 139(= 3.2 and 1ogR) = -8 5 Final remarks

the diference in opacity is sizable, reaching a value as high as

Alog(kr) =~ 1.6! Figure 28 helps to get a better insight of th&Ve have developed a new tool, A£SOPUS, for comput-

role of Li: when including it in the primordial chemistryétto- ing Rosseland mean opacities of an ideal gas in the low-

tal monochromatic absorption cieient rises ford > 15um temperature regime,.3 < log(T) < 4.5. The access to

due to the increased contribution of the Thomson electratr sc/ESOPUS is made public via an interactive web-interface

tering. In fact, a larger amount of free electrons is prodithy  (http;/stev.oapd.inaf jaesopus), which enables the user to spec-

the first ionisation of lithium, as shown in Fig. 25 (left pne  ify with large freedom the input parameters, i.e. the gridha#
Finally, in Figs. 29-31 we present a few comparisons witstate variable3 andR, the reference solar composition, the to-

recently published RM opacity data for zero-metallicitysga tal metallicity, and the abundance enhancertapietion of all

namely: Harris et al. (2004), Mayer & Duschl (2005), anghemical elements, from H to U.
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The Rosseland mean gas opacities, produced with a good awrysow A., Jgrgensen U. G., Zheng C., 1997, A&A, 324, 185

curacy (comparable to that of other opacity codes), areeield
in a tabular form within a reasonably short time. At presém,

typical computation time for one table at fixed chemical com

position, arranged with the defadlt — R grid, i.e. containing

Cafau, E., Maiorca, E., Bonifacio, P., Faraggiana, R.ff8te M., Ludwig,
H.-G., Kamp, I., & Busso, M. 2009, A&A, 498, 877
Cafau, E., Ludwig, H.-G., St&en, M., Ayres, T. R., Bonifacio, P., Cayrel, R.,

TFreytag, B., & Plez, B. 2008, A&A, 488, 1031

Carbon, D., Gingerich, O. J., & Latham, D. W. 1969, Low-Lugsity Stars,

Nr x Nr = 67 x 19 = 1273 opacity values, is less than 50 s435 _ -
with a 2.0 GHz processor. Such a fast performance is attainegietta E., Gration, R. G., Lucatello, S., Bragaglia,&\Bonifacio, P. 2005,

thanks to the optimised use of the opacity sampling metho

to describe molecular line absorption, and the adoptionref p
tabulated absorption cross-sections for metals (from thacly
Project database). In this way the line-opacity data isblytar-
ranged prior to the opacity computations, a process thathif
erwise performed on-the-fly, is in principle more accurateds
the cost of extremely long computing times (e.g. Fergusah. et
2005).

&A, 433, 597

lemens, M. S., Bressan, A., Nikolic, B., & Rampazzo, R. 2008IRAS,
392, L35
Clemens, M. S., Bressan, A., Nikolic, B., Alexander, P., iafi, F., &
Rampazzo, R. 2006, MNRAS, 370, 702
Coc, A., Vangioni-Flam, E., Descouvemont, P., Adahchour&Angulo, C.,
2004, ApJ, 600, 544
Cowley, C. R., & Barisciano, L. P., Jr. 1994, The Observattfiy, 308
Cristallo, S., Straniero, O., Lederer, M. T., & Aringer, D@, ApJ, 667, 489
Dalgarno A., 1962, Spectral Reflectivity of the Earth Atmiosge Ill; The

On the other hand, several tests illustrated in the papeg haycatering of light by Atomic Systems. Geophys. Corp. of Aicg GCA Tech

proved that our procedure, besides being fast, is as wedldei

Rep. No. 62-28-A.
Dalgarno A., Williams D. A., 1962, ApJ, 136, 690

to produce fairly accurate Rosseland mean opacities, t@whi potter, A., Chaboyer, B., Ferguson, J. W., Lee, H.-c., WeytiG., Jevremovic,

the very fine spectral details are not critical as they areheds

D., & Baron, E. 2007, ApJ, 666, 403

out, by construction, in the harmonic average of the monmchr Dulick, M. Bauschlicher, C. W. Jr, Burrows, A., Sharp, C. Ram, R. S. &

matic codficient.

First applications of £ASOPUS opacity tables in stellar evo

lutionary calculations performed with the Padova code fathb
scaled-solar (Bertelli et al. 2009), andenhanced mixtures

Bernath, P. F. 2003, ApJ, 594, 651

Eddington, A. S. 1922, MNRAS, 83, 32

Ferguson, J. W., Alexander, D. R., Allard, F., et al. 2005 @23, 585
Ferrarotti, A. S., & Gail, H.-P. 2002, A&A, 382, 256

Gingerich, O. 1969, Theory and Observation of Normal Steélanospheres,

(Bressan et al., in prep.), and with the ATON code for C-N-Gingerich, O. 1964, SAO Special Report, 167, 17

O varying mixtures along the AGB (Ventura & Marigo 2009)

have yielded promising results. In particular, we find tha t

Goorvitch, D. & Chackerian, Jr., C. 1994, ApJS, 91, 483
Gratton, R. G., Bonifacio, P., Bragaglia, A., et al. 2001, A&69, 87
Gratton, R., Sneden, C., & Carretta, E. 2004, ARA&A, 42, 385

differences in thefeective temperature of giant (RGB and AGB) Grevesse, N., Asplund, M., & Sauval, A. J. 2007, Space Seifeviews, 130,

models brought about by the adoption offdient opacity data
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for the same chemical composition (e.g. £SOPUS, Ferguson gfe"esse' N. & Sauval, A. J. 1998, Space Science Review$£8s,

revesse, N., & Noels, A. 1993, Origin and Evolution of therénts, 14

al. 2005, Lederer & Aringer 2009) amount to a few tens of d_e'Harris G. 1., Lynas-Gray A. E., Miller S., Tennyson J., 2084/, 600, 1025
grees, in most cases lower than (or comparable to) the typic@arris, G.J., Tennyson, J., Kaminsky, B. M., Pavlenko, Y&dones, H. R. A.

uncertainty of the semi-empiric@lg-scale of red giants.

We wish all interested researchers may benefit from an ea
access to the low-temperature opacity data. Feedback @ad s

gestions are welcome.
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Appendix A: EOS under ICE conditions: numerical
details
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to each unknown,

on ot ot ot

ony ’ (3n/ve| ONa  dne

ofi 9 fNeI 9 fNeI 9 fNe| 0 fNeI
J”_a_n,: o 7 any, ONa  dne
o ot o o

anl ’ (3nNe| aNa ane

a ftOt a ftOt a ftOt a ftOt

oy T ony, ONa  dne

In practice, because the unknown quantities are all infigren
non-negative functions, their logarithmic forms are adolpt
This prevents physically unrealistic estimates from odogr
during the iteration process.

For each chemical element the abundance conservation
equation (Eg. 15) is conveniently written in the form:

Niot

NaVA o«

f, = In -0, (A1)

Nagq

wheren, is the number density of particke which ranges over
all species, i.e. atoms, ions, and moleculgg; are stoichiomet-
ric codficients that keep track of how many times species of type
A contributes to the conservation equation of typeln other
wordsva, represents the number of atoms of thelement con-
tained in species.

The charge neutrality equation (Eq. 16) is expressed in the
form:

Ntot pz rnAi+r

i e

Niot -

1+ Z ’

j=1

Finally, the conservation equation of the total number dgns
(Eq. 17) is rearranged in the form:

fo = In =0. (A.2)

Ne

Nel Nmol

ftot - In Z Z vAa(nA + Na+ + nAf)

=0,
a=1 A=1
AN

(A.3)

The ASOPUS code solves the equation of state assuming in- . -~
stantaneous chemical equilibrium by means of the NewtwoWhereXanava. is extended over all molecules and quantifies

Raphson technique. We consider kg + 2 conservation equa-
tions (see Sect. 2.1.2) formulated in the generic form:

fl[na/’ (a, = 19 e NE|)’ Na, ne] = O
fz[n(l’ (a = 1’ e Nel), Na’ ne] = O
fNe|[na/,, (a' = 1, e Nel), Na, ne] = O
fe[nm (a = 19 e Nel), Na, ne] = O
ftOt[n(l, (a = 1’ e Nel)’ Na, ne] = 0’

their contribution to the conservation equation of any gieée-
mente; ANQ“O' = Na— (Nt — Ne) COrresponds to the excesshy
due to molecular formation.

In summary, after providing a first guess to the number den-
sities, £SOPUS sets them into the system and the jacobian ma-
trix. In general, the guess will be inaccurate so that thetions
f, have finite values. Denoting wih andn the entire vectors of
the values off; andn;, we deal with the matrix equation

f(n+on)=f(n)+Jsn=0, (A.4)

which corresponds to a set &f + 2 linear equations for the
first-order correctionsn. The matrix equation is solved with the
LU decomposition method. The corrections are then added to

which depend on théve + 2 unknowns, namely: the numberthe solution vector of the number densitia®&" = n°d+¢n, and

density of each neutral atomjpna @ = 1, ... Ngj; the total num-
ber density of atom#\,; and the electron density.. Then we
calculate the jacobian matrikof the functionsf’s with respect

the process is iterated until the maximum relative changben
densities becomes lower than a given accuiggy.e. typically
107% in our computations.
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0.04 ‘ pute RM opacities for two chemical compositions charazesfi
by:1) X =0.7,Z = Z = 0.020 and scaled-solar abundances of

L n,,=34902 | metals, andl) a carbon-rich mixture witkX = 0.7, Z; = 0.02,

i Z = 0.026 and @O = 1.5. In the latter case carbon is made

i increase relative to its scaled-solar value, producingtanoee-

] ment of the actual metallicity.

i Then, adopting as reference opacities those obtainedhth t

i densest frequency grid, i.aw; = 5488, we evaluate the ftier-

J ences, loglsss) — log(xn;), for each opacity subset computed

i with a lower frequency grid (i.enj = 1799 944 51Q and 149

] points. The results are shown in Fig. B.2 for mixtureand

i Fig. B.3 for mixturell .

4 We see that in most cases thefeliences remain small,

i within ~ +0.05 dex, over most of the log{ — log(R) space, and

i even with the smallest frequency set the loss in accuracyigih

- larger, is not dramatic. As expected, the biggest deviattake

g place at lower temperatures where the opacity contributimm

i molecular bands is more sensitive to the frequency sampling

R In any case, it is worth noticing that the uncertainties lgidu

R about by the adopted frequency distribution are compayéble

o ‘ ‘ | not lower, with the typical dferences in RM opacities computed

0 2 4 6 8 with different codes (see, for instance, Figs. 7 and 18).
wavenumber (in 104 cm™1)

0.03

ot

F0.02
<

0.01

Fig.B.1. The histogram of the sampling frequency distribution withppendix C: Chemical mixtures with non-solar

Nt = 34902 sampling points, selected following the scheme mego : .

t_)y Helling & Jargensen (1998). This represents the referalistribu- [Xi/Fe]ratios: a general scheme

tion whence smaller frequency samples are extracted. geexhfor | et ys first consider non-scaled-solar mixtures in whichrtfe

more explanation. erence metallicity is preserved, i2.= Z.. Basing on the for-
malism introduced in Sects. 3.2 and 4.3 we convenienthd@ivi

. L the metal species (with > 3) into three groups, namely:
Appendix B: The frequency distribution

L s .
Computing the RM opacity with Eqg. (2) requires that the to- ;l;]r:aei?]%IStc ;%%g#igﬁg‘rl]&tvf\lli?rllvggg;]d—a[n%(je]fgigor_d ng to
tal monochromatic absorption dhieient is evaluated at a finite . o ] (| e
number of frequency points. In principle the more the poitits ~ — Thefixed elementwith abundanceX; = X ;
more accurate the results should be. However, since we ate de— Thebalancing elementsncluding all the other metals, with
ing with a mean quantity one can obtain still good resultagisi abundance}(ib = fp Xfref.
a relatively low number of frequency points, with the adeay#
of speeding up the computations. We recall that the ratios{®/ Xr¢] can be freely chosen to be

In respect to this some discussion can be found in Fergus®Jiier positive or negative. According to the adopted saem
et al. (2005) who integrate over 24 000 points, and Lederer &der to preserve the metallicity the abundance variatiothe
Aringer (2009) who adopt 5645 points. For the present Woﬁ@lt_act_ed elemensmou_ld be compensated by the total abundance
we have performed further tests to get useful indicationthen Variation of thebalancing elementst follows that, by construc-
relationship between the size of the frequency distributiad  tion, allbalancing elementshare the same variation factt.
quality of the results, in terms of accuracy (reliability)capre- Therefore, from the conditioZ = Zer, and the definition
cision (reproducibility) of the results. of [X/Xe] for each of theNs selected elements, we set up a

For this purpose we proceed as follows. First, we determin&¥stem ofNse + 1 equations:
seed frequency distribution by adopting the scheme praploge ‘
Helling & Jgrgensen (1998), originally designed to optienize Zret = Z XS+ Z X + Z XP

i i

selection of frequency points in the OS method. In few woads, k
frequency distribution produces a correct spectral samggfiit X | X3 | Xo Viel N
obeys the conditiolE;(T)A7 = const, i.e. expressing the con- | [ X | = °9| X ~ 'Y Xreo 17 Nl

stancy of the normalized energy density of the Plancka(ir),
over any arbitrary intervahy, wherev [cm™] is the wave- which can be re-formulated with the aid of Egs. (31) and (34):
number. Then, the seeked optimal distribution corresptmtise
upper envelope the entire sample of Planckian distribsteal- Z Z £3X3, + Z xij + fP Z X0
uated at dierent temperatures, so that we take the maximum o 7 ' 7 ral
S
1OYi f_l vizl,...Nse|

the normalized energy densiB(T) at eachv” The final distri-
bution, shown in Fig. B.1, is sharply peaked at lower frequies fb
and declines exponentially at longer frequencies.
Once the seed distribution is constructed, any other freyr the unknownds and f2. Let us denote with
quency grid of given size is extracted from it by using a Mente '
Carlo technique. In our work we tested a few cases adopting Xio
5488, 1799, 944, 510, and 149 points. Each grid is used to com- Sio = Z (C.1)
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10g Ks4gg - 109 K1799 10g Ks4gg - 109 Kgag

1 , , , = 0.25 1 , , = 0.25

0 0.2 0 -4 Fq 02

1 0.15 " 0.15

2 0.1 2 0.1
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1 T T T m 0-25 1 = 0.25

0 4 0.2 0 L4 0.2

-1 4 0.15 1 L4 0.15

P - 0.1 - i
T 3 1 0.05 T 3 -4 0.05
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Fig. B.2. Differences in opacities between the reference frequency gttidry; = 5488 points, and other test cases with = 1799 944 51Q
and 149 points. The adopted chemical composition is cheniaet byX = 0.7, Z,.s = 0.02, and scaled-solar abundances according to GS98.

the partitions of metals in the solar mixture. Eventuallgnfi metallicity Zs should not be preserved, as the actual metallicity,
simple analytical passages we obtain the general solution: Z = f;Z., follows the total abundance variation of thelected
elementsin this case we consider the system of equations
S b
Z fi,@ + Z fk,@
i K

D10, + 8, (€.2) 1 oxey) e
i K — | =logl—1|-1lo L ) Vi=1... Nsel,
fs = {0107 Vi=1,.. N [XFJ g(XFe) g(XFee *

which only depends on the specified ratid/[Xs¢ of the se- where we only dlstmgl_n_sh betweeaIectechndnon—selepteél—
lected elementsand the metal partitions in the reference solgtments. From the definitions of the abundance variatiomfact
composition. It is useful to particularize Eq. (C.2) for ttmses recalling thaty,; X728 = Z, — 3 X7, and after some manipu-
of mixtures A and B introduced in Sect. 4.3, and finally derivelation, we obtain the equations

the results fomixture C

Mixture A Zo = Z ¥ + Z Xjo®
Since thefixed groupis empty, we have;; &) + i xiE’o =1, ifs j
hence: P i =
b 1 10" = fnoln—s Vi=1.. Nse
fP= - .- (C.3)
1+ Z(lOY - D& for the unknownd;® and f"°"5. We notice that formally we deal
' with exactly the same equations as thosemiorture A once the
Mixture B non-selected elemengse considered in place of thmlancing
Since thebalancing elementare those belonging to the Fe-elementsHence, the seeked solution is given by Eq. (C.3) where
group, i.e.>y XE,@ = Xreo, W€ get: one substituteg® with "™, In other wordsmixture Aand
mixture Cshare the same non-solar metal partitiodgZer)a =
Z £, + Ereo (Xi/Z)c, but their metallicity is diferent by a factofz.
L p——— - (C.4)
Z 10%%},@ + fFe@
i
Mixture C

Finally, we consider the case wifixture G in which the reference
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.B.3.The same as in Fig. B.2, but for the adopted chemical coniposithich is defined byX = 0.7, Z¢ = 0.02,Z = 0.026, and @O = 1.5.



